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Overview 
Review MRM

Group identification, dummy variables

Partial F test

Interaction

Prediction! ! ! ! ! ! ! ! ! ! !  similar to SRM

Example!! ! ! (from Bowerman, Ch 4)
Sales volume and location
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Multiple Regression Model
Equation has k explanatory variables
Mean! ! ! ! E Y|X = β0 + β1 X1 +...+ βk Xk = μy|x

Observations ! ! yi = β0 + β1 xi1 +...+ βk xik + εi 

Assumptions
Independent observations
Equal variance σ2

Normal distribution around “line”
! yi ~ N(μy|x,σ2)! ! ! ! εi ~ N(0, σ2)

Issue for this lecture
How to incorporate categorical explanatory 
variables that measure group differences.
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Example   (Table 4.9)
Context

Retailer is studying the relationship between
Y = Sales volume in franchise stores, in $1,000
X = Number of households near location, in thousands

Overall 15 locations, SRM gives

Question
Does the type of location influence the relationship 
between sales volume and population near the location?
Three locations: in mall, suburban, or downtown
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Separate Fits
Question

Does the type of location influence the relationship 
between sales volume and population near the location?

Mall, suburban, downtown
Five stores from each type of location

Are differences important?  Statistically significant?
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Qualitative Variables
Represent categories using “dummy variables”

A 0/1 indicator for each of the categories
Redundant: only need 2 dummies for the 3 categories

Data table
JMP software makes the manual creation of dummy 
variables unnecessary.
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Regression with Categorical
Add the dummy variables to the regression…

Or simply add the categorical variable itself…

Interpretation of fitted models?
By default, JMP handles a categorical explanatory 
variable differently than with dummy variables.
 Same fit, but different slope estimates, interpretation.
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JMP Fit with Dummy Vars
Add the dummy variables to the regression…

Add categorical variable “indicator parameterization”

Interpretation of fitted models?
Slope estimates now match up
Still missing that other category
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Interpretation
Plot of fitted model (with categorical variable 
added) shows fit of the model as 3 parallel lines

Slopes are shifts (changes in the intercept) 
relative to the excluded group (street locations)
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Partial F-Test
Are the differences among intercepts for the 
locations statistically significant?

H0: βdowntown = βmall = 0
Test of two coefficient simultaneously

Partial F-test considers the contribution to the 
fit obtained by 1 or more explanatory variables

Two ways to compute test statistic
JMP provides “Effect Test” for categorical variable
Compare R2 statistics between the models (then you’ll 
need to obtain the p-value of the test)
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F = (Change in R2)/(# added x’s) 
(1 - Rall2)/(n-k-1) 



Example
Test H0: βdowntown = βmall = 0

JMP provides effect test, rejecting H0

Compare explained variation obtained by two 
regressions, with and without categorical terms
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Interaction
Why assume that the slopes parallel?

Why should the relationship between the number of 
households and sales be the same in the three locations?

Interaction implies that the slope of an 
explanatory variable depends on the value of 
another explanatory variable.

Most common interaction: between a categorical and 
numerical variable. The slope depends upon the group. 
Slopes in the initial simple regressions are not identical.
Can also have interactions between other variables (text)

An interaction is obtained by adding the product 
of two explanatory variables.
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Fitting an Interaction
Two approaches

Let JMP build the products for you
Build products of the dummy and numerical variables 
and add these to the regression model

JMP builds this model by “crossing” the number 
of households with the location
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Testing the Interaction
Fitted equation with the interaction reproduces 
original simple regressions for each category:
! ! Are the slopes really so different?

Partial F test
Test H0: βinteraction terms = 0; not significant.

Location is not statistically significant when the 
interaction is present in the fitted model.
Typical advice: Remove an interaction that is not 
statistically significant. 
Decide status of Location after simplifying model.
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Checking Assumptions
Usual diagnostic plots

Color-coding is very helpful

Least squares means
Average of response in each group at the average value 
of the explanatory variable
Handy comparison among groups at common value of 
explanatory variable
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Another Diagnostic
Why assume that variances of the errors are 
the same in each group?

Slopes, intercepts may be different
Why force all 3 groups to have the same RMSE?

Plot residuals, grouped by category
Too few to be definitive in this example (5 in each), but 
seem similar
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Prediction
Use fitted model with number of households, 
location to predict sales

Prediction interval determined by common 
estimate s2 and any extrapolation.

Check the normal quantile
plot before rely on normality
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Summary 
Distinguishing groups using dummy variables

Refer to JMP’s “indicator parameterization”

Partial F test
Test a subset of estimates, such as those associated with 
a categorical variable

Interaction: slope depends on group
Other types of interaction, such as quadratic are 
described in the text

Discussion
Why not fit separate regressions for each group?
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