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Questions
• How is logistic regression different from OLS?

• Logistic mean function for probabilities
• Larger weight to cases with ŷ≈0 or ŷ≈1.
• Multiplicative structure rather than linear

• What’s a good reference?
• Try Agresti

• Other questions?
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Simulated Example
• Simulated data with nonlinear structure

• Two features X1 and X2 are iid N(0,1)
• Mean µ = X1 + 2 X1 X2 = X1 (1 + 2 X2)
• Add noise, set to 1 if positive and 0 if negative

• Linear logistic
• AUC=0.68 with

R2=0.07
• Improve it?

3Zeng (1999) SMR
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Fit of Neural Network
• “Out of the box” default settings

• Same response, same features X1 and X2

• Accept other settings from JMP

• Network model captures structure
• AUC=0.96
• Visuals
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Calibration Plot
• Treat response as numerical

• Same column of 0/1, treated differently

• Well calibrated...
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Neural Network
• Combines logistic regression models

• Latent variables in one or more “hidden layers”
	
 Ŷ = G( G1(Z1) + … + Gm(Zm) )

• Gj is logistic or similar sigmoidal function
• Many parameters

Possible over-fitting
Gradient ascent from random starting value
Optimization is not convex, so may not find best

• Context
• Neuron analogy

Nonlinear response to stimulus, activation function

• Predated by projection pursuit regression
• Best for low noise, complex mean function
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Basic Structure
• Each node/neuron represents response to 

mixture of all input features
• G1(X1,X2,X3) = G1(b10+b11X1+b12X2+b13X3)

G2(X1,X2,X3) = G2(b20+b21X1+b22X2+b23X3)
Combine “hidden layer” in final node
	
 	
 	
 Ŷ = G(G1, G2)

• Options include choice of functionG, 
number of nodes and number of layers

• Avoiding over-fitting 
• Regularization (lasso-style penalty)
• Best fitting model in “validation sample”
• Three-way cross-validation in JMP Pro
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Building Network
• Complexity choice

• Number of “hidden” nodes
• Latent variables

• Three hidden nodes by default
• TanH = rescaled, centered logistic
• Use hidden nodes as needed

• Fitting options
• Transform covariates mitigates

skewness in predictors
• Optional penalty as in Lasso (L1)
• Tours: # random starting points when estimating

Picks the best of these in the “validation” sample
Easy for the tours to get lost in the jungle of the parameter space!
 8

another name for logistic
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Cross-Validation in NN
• Cross-validation requires 3-way split

• Training: 	
 Estimate parameters
• Tuning: 	
	
 Evaluate goodness of fit, tune parms
• Testing: 	
	
 How well does chosen network do?

• Comparison to validation in regression
• CV needs 2-way split if use a selection criterion
• Lasso methods use 3-way split
• Selection criteria not well established for nets

• 3-way validation: train, tune, test
• Ought to repeat splitting to reduce variation
• Automated in some software
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Simple Network
• Fit prior network using validation column

• Two observed inputs, X1 and X2

• One hidden layer, three nodes, lasso-style penalty
• Default hidden nodes are logistic curves (tanh)
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Basic Neural Network
• Response is categorical

• Combine output of top layer in logistic function
• Estimated probability 

• If response is numerical
• Handle final score differently
• Linear function b0 + b1 H1 + b2 H2 + b3 H3
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Neural Net Results
• Fit default 3 node network

• One layer, 3 nodes
• 2000 for training, 1000 for tuning, 7000 for test
• Absolute penalty, 5 tours

• Results

12



Wharton
  Department of Statistics

As good as it gets? 
• Nice feature of simulated example

• Know true probability that Y=1
	
 	
 P(Y=1) = 1 - Φ(-signal/noise sd)

• Bayes classifier
• Classify into group with largest probability

• Remove substantial random variation
• How well do estimated probabilities approximate 

Pr(Y=1) rather than classify values?
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Attitudes to Gay Marriage
• Response: Favor or Oppose extremes

• Harder modeling challenge
• Variables are a variety of issue responses

• Start with logistic regression
• Set baseline for neural models

Which explanatory variables do you want to try?

• Validation
Exclude test data from modeling for logistic

14

Other examples 
in bibliography
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Attitudes to Gay Marriage
• Build several neural networks

• Compare performace to logistic
• Explore several choices for network

Different numbers of hidden nodes
One or two layers
L1 regularization (ie, lasso type shrinkage)

• Three-way cross-validation
• Training, tuning (aka, ‘validation’), testing
• 20 “tours” to find best fit

• Software facilitates comparison
• “Model launch” allows fitting different networks
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NN does not use 
sample weights 
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Results of Several
• Three-way cross-validation reduces n
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Which 
model 
do you 
prefer?
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Exploring NN Model
• Model with 2 nodes in 2 layers

• Profiling

• Surface profiles
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Comparison to LR
• Logistic regression

• Use Training and Tuning samples for fit, 

• Neural network using 2 hidden layers
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Randomness in 
optimization 

implies you don’t 
get the same 

results each time
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Visual Comparison
• Superimposed prediction surfaces

• Save formulas, use Graph>Surface
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NN typically 
has the more 

‘wavy’ fit
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Boosting
• General method for improving predictive model 

• Build additive sequence of predictive models (ensemble)
Final prediction is accumulated over many models.

• Start with initial predictive model
• Compute residuals from current fit
• Build model for residuals 
• Repeat

• Implication: Use simple model at each step
• Weak learner: single-layer, 1 or 2 nodes
• Next response = (current response) - (learning rate) x fit 

• Weaknesses
• Loss of ‘interpretability’, at what gain?
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0.1 or smaller

Original method 
called Adaboost
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Boosted Net
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Takes a while!

Worthwhile?

Simple

Not too many
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Discussion
• Resurgence of interest in neural networks

• Had fallen out of favor
Too hard to fit, too complex, huge collinearities

• Deep networks have produced surprising 
results:  15% improvements over standard

• Deep network: many layers, 1000’s of nodes
Context: text mining
Papers by Hinton and colleagues on ‘deep learning’

• Interpretation requires graphics
• Too many parameters, nonlinear

Would be handy to have way to “sort” features in level of importance

• Comparison of profiles, surfaces
But can be overwhelmed by larger numbers of predictors
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Take-Aways
• Neural network

• Combines several logistic regressions (latent vars)
Allow either numerical or categorical response

• Complex fitting process with many parameters
Not as fast as trees that we’ll see next.

• Requires 3-way cross-validation
Tuning sample is necessary; unfortunately cannot easily automate repeats

• Boosting
• Refit simple model to residuals
• Combines sequence of simple models to capture 

structure rather than rely on one complex model

• Model visualization is essential

• Small n: Hard to beat a simple, accurate model
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Some questions to ponder...
• How are neural networks and logistic 

regression related?

• How can you use repeated CV to convey 
the stability of predictions?

• To pick the best neural network, we used 3-
way cross-validation.  To get an unbiased 
estimate of how well this network fits, what 
do we need?

• How would boosting a linear regression 
work?
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Next Time
• Classification trees

• Partitioning data into homogeneous subsets

• Thursday is Newberry Lab session
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