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Why Feature Selection?

It is so easy and convenient to collect data
o An experiment

Data Is not collected only for data mining
Data accumulates in an unprecedented speed

Data preprocessing Is an important part for
effective machine learning and data mining

Feature selection Is an effective approach to
downsizing data
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A General Model of KDD

KDD process

Observations Data Sclected Data
' Data ' , . :
—— _ —= | Pre-processing [~ | Data mining [~ | Post-processing [~
Warehousing / /
Rules Interesting Rules

Data mining

o Applying analytical methods and tools to data to identify
patterns, statistical or predictive models, and
relationships among massive data
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Data Format

Features/attributes
o Discrete (nominal, ordinal)
o Continuous

Instances, tuples, examples, or data points
An example of feature-based data (sunburn)

July 9, 2005

Hair Height | Weight | Lotion | Result
blonde | average | light no sunburned
blonde | tall average | yes none
brown | short average | yes none
blonde | short average | no sunburned
red average | heavy no sunburned
brown | tall heavy no none
brown | average | heavy no none
blonde | short light yes none
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Classification

A process of predicting the classes of unseen
Instances based on patterns learned from available
Instances

Supervised learning with labeled data

[ Training Data

Hair Height | Weight | Lotion | Result
blonde | average | light no sunburned
blonde | tall average | yes none
brown | short average | yes none
blonde | short average | no sunburned
red average | heavy no sunburned
brown | tall heavy no none
brown | average | heavy no none
blonde | short light yes none
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[ Classification

]

Rules
G )
If Hair = blonde
and
. Location = no,
Classification
— A h , then
gorthm 3 sunburned
Z J

/ v

[ Test Data J[ New Data ]
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Clustering

A process of grouping objects (or instances) into
clusters so that objects are similar to one another
within a cluster but dissimilar to objects in other
clusters

Unsupervised learning with unlabeled data
Clustering tasks
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Feature Selection

Feature selection

o A process that chooses an optimal subset of
features according to a certain criterion

Objectives

o To reduce dimensionality and remove noise

o To improve learning performance
Speed of learning
Predictive accuracy
Simplicity and comprehensibility of learned results
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Examples of Feature Selection

Predicting Credit Risk

Customer Relationship Management
Text categorization

Microarrray data analysis
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Online Document Classification

Terms
A
Web Pages : ~ N

- E_ma”S T1 Ty il Tn C
""""""" D, [12 0 ......... 6| Sports
J D2 310 .......... 28 Travel

Documents| : ; ;

~Dwm o 11 .......... 16 Jobs

= Task: To classify unlabeled
documents into categories

s VI N
@M por@ EEEXpIoE EubMea = Challenge: thousands of terms

= Solution: to apply feature
Digital Libraries selection
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Gene Expression Microarray Analysis

1.28cm
Image Courtesy of Affymetrix

Expression Microarray

. Gene | M23197 at| U66497 at | M92287 at Class
= Tlask: To classify novel samples s - - -
|n’[_0 kﬂOWﬂ_ d|sea$e types sample 1 261 83 4778 ALL
(d|sease d|agn05|s) Sample 2 101 74 2700 ALL
= Challenge: thousands of genes, Sunpled | M4SN ] ¥ % ——
few samples
= Solution: to apply feature
selection Expression Microarray Data Set
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Basics and Algorithms

Definitions of subset optimality

Perspectives of feature selection
0 Subset search and feature ranking

o Feature/subset evaluation measures
o Feature relevance and redundancy
2o Models: filter vs. wrapper

0 Results validation and evaluation

Representative algorithms for classification
Selection of algorithms
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Subset Optimality for Classification

A minimum subset that is sufficient to
construct a hypothesis consistent with the
training examples (aAimuallim & Dietterich 1994)

0 Optimality is based on the training set

o The optimal set may overfit the training data

A minimum subset G such that P(C|G) is equal
or as close as possible to P(C|F) (oller & sahami 1996)
o Optimality is based on the entire population

o But, only the training part of the data is available
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An Example for Optimal Subset

7 T~ Data set (whole set)

FT. F» Fs F4 Fs C .

; g 13 ; 15 ; o Five Boolean features
=F,VF

0 1 0 0 1 1 1C=FVF

1 0 1 0 1 1 0 Fs=q F,F5s=7 Fy4

1 1.0 0 1 1 0 Optimal subset:

0 0 1 1 0 0 {F, Fo} or {Fy, F3}

0 1 0 1 0 1 Combinatorial nature

101 1 01 of searching for an

1 1 0 1 0 1

optimal subset

Ex: How to find the optimal subset?
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A Subset Search Problem

= An example of search space (kohavi & John 1997)

Backward

on
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Different Aspects of Search

Search starting points
o Empty set

0 Full set

o Random point

Search directions

0 Sequential forward selection

o Sequential backward elimination
0 Bidirectional generation

o Random generation
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Different Aspects of Search (Cont'd)

Search Strategies

o Exhaustive/complete search
2 Heuristic search

o Nondeterministic search

Combining search directions and strategies

Search Search Strategy

Direction Complete Heuristic Nondeterministic
SFG v v X

SBG v v X

BG v v X

RG X v v
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Illustrations of Search Strategies

Proudy s

Depth-first search Breadth-first search
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Illustrations of Search Strategies (Cont d)

Ex: What are
time
complexities for
different search
strategies?
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Feature Ranking

Weighting and ranking individual features

Selecting top-ranked ones for feature
selection

Advantages

o Efficient: O(N) in terms of dimensionality N
0 Easy to implement

Disadvantages

o Hard to determine the threshold
o Unable to consider correlation between features
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A General Feature Ranking Algorithm

Ranking Algorithm
Input: x - features, I/ - measure

initialize: list L = {} /* L stores ordered features™/
for each feature z;, i € {1,..., N}
begin

(1) v; = compute(xz;,U)
(2) position z; into L according to v;
end

Output: L in which the most relevant feature 1s placed first.
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Evaluation Measures for Ranking and
Selecting Features

The goodness of a feature/feature subset is
dependent on measures

Various measures
a Information measures (vu & Liu 2004, Jebara & Jaakkola 2000)
o Distance measures (Robnik & Kononenko 03, Pudil & Novovicov 98)
4 Dependence Measures (Hall 2000, Modrzejewski 1993)
0 Consistency measures (aimuallim & Dietterich 94, Dash & Liu 03)
0 Accuracy measures (pash & Liu 2000, KohavigJohn 1997)
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INlustrative Data Set (revisit)

Result (Sunburn)

Hair | Height | Weight | Lotion | Result P (Result) ?/% ;;;
1 1 2 1 0 1 P(Hair=1|Result) 2/5 2/3
19 1 3 2 1 0 P(Hair=2|Result) 3/5 0
i3 9 1 2 1 0 P(Hair=3|Result) 0 1/3
7O 2T O
- eight=2|Resull 9
s | 3 2 = L 1 P(Height=3|Result) | 2/5 0
6 | 2 3 3 U U P(Weight—=1[Result) | 1/5 1/3
iz | 2 2 3 0 Y P(Weight=2|Result) | 2/5 1/3
I8 1 1 1 1 0 P(Weight=3|Result) | 2/5 1/3
P(Lotion=0|Result) | 2/5 3/3
P(Lotion=1|Result) 3/5 0

July 9, 2005

Sunburn data

Priors and class conditional probabilities
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Information Measures

Entropy of variable X

ZP ) log, (P(x;))

Entropy of X after observing Y
H(XY) = ZP (y;) ZP (@ily;) logy (P(zily;))

Information Gain

IG(X|)Y)=H(X)— H(X|Y) [Ex which attribute has
the highest info gain for
the data of slide 217
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Consistency Measures

Consistency measures

o Trying to find a minimum number of features that
separate classes as consistently as the full set
can

o An inconsistency Is defined as two instances
having the same feature values but different
classes

E.g., one inconsistency is found between instances 14
and 18 if we just look at the first two columns of the
data table (Slide 21)

Ex: Find a smallest subset of features
that can maintain consistency for the
data of slide 217
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Accuracy Measures

Using classification accuracy of a classifier
as an evaluation measure

Factors constraining the choice of measures

o Classifier being used
o The speed of building the classifier

Compared with previous measures

o Directly aimed to improve accuracy
o Biased toward the classifier being used

o More time consumin
g Ex: How to obtain reliable

accuracy rate?

A brief discussion here,
AAAIO5 Tutorial on Feature Selection , .
we’ll discuss more later. ,,
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Feature Relevance

Classic definitions (John et al.,1994)
Given F, a full set of features, F;, a feature, and
Si=F-{Fi}

Definition 1 (Strong relevance) A feature F; is strongly relevant iff
P(C | F;, S;)#P(C|S).
Definition 2 (Weak relevance) A feature F; is weakly relevant iff
P(C | F;, S;)=P(C | S;), and

3 S; C S;, such that P(C | F;, S)) # P(C | S)) .

Corollary 1 (Irrelevance) A feature F; is irrelevant iff

v S/ CS;, P(C|F, S)=P(C|S).
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An Example for Optimal Subset (revisit)

Data set (whole set)

Fi F2 Fs Fs Fs C - Five Boolean features
0O 0 1 0 1 O a0 C=FRVF
6c-1 0 0 1 1 o Fs=q F2,Fs=7 k4
1 0 1 0 1 1 o Optimal subset:
LA 0 Ui g {F1, F2} or {F1, Fs}
6 0 1 1 00 According to definitions
O 1 0 1 0 1

o Strongly relevant: F;
1 0 1 1 0 1

o Weakly relevant: F2 F3
1 1 0 1 0 1

a Irrelevant: F4, Fs

AAAIO5 Tutorial on Feature Selection
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Feature Redundancy

Insufficiency of feature relevance

o Not able to tell which of weakly relevant features should be
selected and which of them removed

Makov blanket definition (koller & Sahami 1996)

Definition 3 (Markov blanket) Given a feature F;, let M; C F (F; &€ M;), M; is said
to be a Markouv blanket for F; iff

P(F —M; —{F;}, C | F,, M;) =P(F —M; — {F;}, C | M;) .

Redundant feature definition (vu & Liu 2004a)

Definition 4 (Redundant feature) Let G be the current set of features, a feature is

redundant and hence should be removed from G iff it is weakly relevant and has a Markov
blanket M; within G .
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High-Dimensional Data: Study of Feature
Redundancy

Strongl Weakly Weakly

Relev%rilt Relevant, Relevant, Irrelevant
Non-redundant Redundant

~— ' —

Optimal Subset

Challenges Goals
o Thousands of features o Efficiency
o Many redundant features o Effectiveness

AAAIO5 Tutorial on Feature Selection
July 9, 2005 Liu and Stine 30



Models of Feature Selection

Filter model

0 Separating feature selection from classifier
learning

o Relying on general characteristics of data
(information, distance, dependence, consistency)

2 No bias toward any learning algorithm, fast

Wrapper model

0 Relying on a predetermined classification
algorithm

o Using predictive accuracy as goodness measure
o High accuracy, computationally expensive
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Filter Model

Y

Full Set Feature Subset Measurement

R . |—=| Measuring [ >
Generation
T :""‘ ,'""' Phase 1
mlmng
e LT ! Yes
A Classif L . Best Sub Phase 2
ccuracy ) ass1mer earnlng est aubset
Testing Algorithm .
- g -
| I
I I
I Testing 1 Training
e I — - Data
Data
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Wrapper Model

+ No

1 Accuracy
Full Set Feature. Subset Learr}mg _ Good ?
Generation Algorithm
| —— - = -
Training! : Phase 1
Data~ T T T TTTTTC Yes
Accuracy Classifier ILe ﬂrﬂiﬂg Best Subset Phase 2
e Algorithm >
""_ I g ""_ I
I I
I I
: L Testing : o Training
Data Data
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A Unified View (selection only)

Original Subset

Set

" Generation Evaluation

Candidate Subset

Subset

Current Best Subset

No 4)%“3

July 9, 2005

Criterion
Selected Subset
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A Unified View with Selection and
Validatation

Y

No

Full Set Feature Sub set Value G
: _ ood or
. . - —»=| Evaluation = o
Generation to
| = — - = —
s |
Elmm_ng_l ______________ ] Yes Phase!
ata
Accuracy Classifier Le arning Best Subset Phase 2
lesting Algorithm >
"_ I g *_ |
| |
| |
I Testing | Training
- - Tharm '— - Dam
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How to Validate Selection Results

Direct evaluation (if we know a priori ...)

o Often suitable for artificial data sets
0 Based on prior knowledge about data

Indirect evaluation (if we don’t know ...)

o Often suitable for real-world data sets
0 Based on a) number of features selected,

b) performance on selected features (e.g.,
predictive accuracy, goodness of resulting
clusters), and c) speed

(Liu & Motoda 1998)
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Methods for Result Evaluation

o | Accuracy

40

Learning curves

For one ranked list
60 /

Numdber of Features

a For results in the form of a ranked list of features

Before-and-after comparison

o For results in the form of a minimum subset

Comparison using different classifiers
o To avoid learning bias of a particular classifier

Repeating experimental results
o For non-deterministic results

AAAIO5 Tutorial on Feature Selection
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Ex: What are the
proper procedures for
evaluation?
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Basics Principles and Algorithms

Definitions of subset optimality

Perspectives of feature selection
»w Subset search and feature ranking
= Evaluation measures

= Models: filter vs. wrapper

v Results validation and evaluation

Representative algorithms for classification
Selection of algorithms

AAAIO5 Tutorial on Feature Selection
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Representative Algorithms for Classification

Filter algorithms
o Feature ranking algorithms
Example: Relief (Kira & Rendell 1992)

a0 Subset search algorithms

Example: consistency-based algorithms
0 Focus (Almuallim & Dietterich, 1994)

Wrapper algorithms
o Feature ranking algorithms
Example

0 Subset search algorithms
Example:

AAAIO5 Tutorial on Feature Selection
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Relief Algorithm
Relief

Input: x - features
m - number of instances sampled
T - adjustable relevance threshold

initialize: w = (
fori=1tom
begin

randomly select an instance [

find nearest-hit // and nearest-miss J

for j=1to N

w(j) = w(j) — dif£(y, I, H)?/m+ diff(4, 1, J)?/m

end

Output: w greater than 7

AAAIO5 Tutorial on Feature Selection
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Reliet Algorithm

Relief
Input: x - features
m - number of instances sampled
T - adjustable relevance threshold

Ex: What can be candidates for diff()?
initialize: w = (

) Ex: What is its time complexity?
for:=1tom

. Ex: What are pros and cons of Relief?
begin

randomly select an instance [
find nearest-hit // and nearest-miss J
for j=1to N
w(j) = w(j) — diff(y, I, H)?/m + diff(j, 1, J)?/m
end

Output: w greater than 7
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Focus Algorithm

Focus
Input: I - all features # 1n data D
U - inconsistency rate as evaluation measure

initialize: S = {}

fori=1to N
for each subset S of size ¢
if CalU(S,D) =0 /* CalU(S, D) returns inconsistency*/
return S
Output: S - a minimum subset that satisfies U/
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Representative Algorithms for Clustering

Filter algorithms
o Example: a filter algorithm based on entropy
measure (Dash et al. 2002)

Wrapper algorithms

o Example: FSSEM — a wrapper algorithm based on
EM (expectation maximization) clustering
algorithm (Dy & Brodley 2000)

AAAIO5 Tutorial on Feature Selection
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Categorization of Existing Algorithms

Search Strategies

Random

July 9, 2005

Complete Sequential
B&B Relief
BFF ReliefF
Disrance ReliefS
SFS5
Segen’s
MDLM DTM Dash’s
Information Koller’s SBUD
SFG
2 FCBF
i Bobrowskis CFs Mitra’s
8 Dependency RRESET
& POE+ACC
S DV MM
g Focus Set Cover LV1
B . ABB QBB
% Consistency MIEESL LVF
| Schlimrmer’s
B3 3BS-5LASH AICC SA
AMB&B WSFG FSSEM RGSS
Fredicrive Accuracy FSLC WSBG ELSA LVW
E or FSBC BDS RMHC-PF
% Cluster Goodness PQSS GA
B RC RVE
S8
Queiros’
- BBHFS Dash-Liu’s
-_E Filter+ Wrapper Xing's
:E1
Classificarion | Clustering | Classification Clustering Classification | Clustering

Data Mining Thsks
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view
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Guideline for Selecting Algorithms

Filter

= A unifying platform

Feature Selection

Knowledge Data

Purpose

Hybrid

Wrapper

Time Output Type M/N Ratio Class Info  Feature Type Quality N/ Ratio

/NN /N /\A\/N/\

L‘H

Critical
Non—critical
Ranked List
Known
Unknown
Continuous
Discrete
Nominal
Missing Value

Minimum Subset

Noise
Good

Usual

Unusual

A user’s view

July 9, 2005
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Model-based Methods: Overview

Motivating example
Exploiting probability models

Two key gquestions
2 Which features should be considered?
o Does a feature improve the current classifier?

Perspective from experience

o Behavioral and health related applications
Credit use, HR management
Adverse experiences, drug interactions

o Many possible features, but few are useful
o Relatively low signal-to-noise ratio
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Classification Challenge

Predict whether the stock market is going to
Increase or decrease tomorrow
Data

o Last 4 months of 2004, 85 trading days
o 12 technical trading rules out of the many

Model
o Combine 12 rules to form features

Test
o Classify first 97 days of 2005 (through May 20)
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Data record

Daily Pct Change

July 9, 2005

2.00

1.50

1.00

0.50

0.00

-0.50
-1.00

-1.50

09/2004

<t <t <t
(@) (@) o
o o o
[\ [\ AN
~~ ~~ ~~
o — (qV]
— — —
Date
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Training Results

Classifier combined given trading rules

ldentifies separating hyperplane that correctly
classifies all 85 days in 2004

Predict
Count Better Worse
Row %

Better 50 0 50

Actual 100.00 0.00
Worse 0 35 35

0.00 100.00
50 35 85

July 9, 2005
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Classifier Fails 1n Test

When the classifier is used in 2005, it fails to
beat tossing a coin!

Predicted
Count Better Worse
Row %
Better 29 23 52
Actual 55.77 44.23
Worse 20 25 45
44 .44 55.56
49 48 97
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Problem: Over-fitting

Greedy optimization

o Finds best classifier using training data
Feature-rich context

0 12 trading rules

0 + 66 combinations of trading rules

0 + 12 quadratic factors

0 = 90 possible explanations of up/down movement

Result

o Combines 30 features Iinto score

o Classifier encodes artificial pattern that matches
random features of trading rules to market.
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‘ Actual versus Claimed Error

Error Rate

Actual error

Claimed

0 1 2 3 4 5

Model Complexity

July 9, 2005
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Separating Wheat from Chatt

When choosing a subset from many
candidate features, how can one distinguish

o Informative, predictive features
from
o Coincidental features

Easy solution: predict test data
But

2 Willing to use so much data for testing?

o Is there a way to identify features without
sacrificing so much data to testing?
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Testing with Time Series

Can you afford to wait?
o Want to model most — all — current data.

o Can we afford to wait until have enough trading
data in order to find out If a rule works?

o Hold-back test sample is nice for demo, but would
this be useful for real financial modeling?
Wouldn’t you want to use the most recent data?

Would more historical data help?
0 90 features, but only 85 training days
o Do you really want to look back much farther?

AAAIO5 Tutorial on Feature Selection
July 9, 2005 Liu and Stine



Are you sure this is a poor model?

What are those predictors?

Random noise
o The 12 trading rules are random Gaussian noise

o A weighted sum of these and their interactions
defines a separating hyperplane

o Hyperplane is perfect in 2004, poor in 2005
How to avoid the problem of over-fitting?
o Information-rich times provide too many choices.

o Hard to separate “luck” from “skill”
0 Possibility of selecting features without CV

AAAIO5 Tutorial on Feature Selection
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Feature Selection with Models

Wrapper methods
o Related to a particular model

When to evaluate features?

o Joint, at the end of some selection process
Develop classifier by whatever means, then evaluate the
collection of features as a whole

o Incremental, as each is considered
Evaluate each feature’s contribution, one-at-a time

How to evaluate features?

o Computational, using an approach like cross-validation

o Theoretical, using some type of statistical test that will pick
only those that ‘guarantee’ success

AAAIO5 Tutorial on Feature Selection
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Advantages of Wrapper Approach

Wrapper measures contribution of feature
within context of the response and algorithm

0 Assess value-added by feature given what is
currently used by the algorithm.

0 Compensates for redundancy
Consider only those features that improve the

classification accuracy given what is currently
used in the model

Computation
o Much can be done off-line, as a hybrid

AAAIO5 Tutorial on Feature Selection
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Filter/Wrapper Hybrid

Database holds primitive

attributes
Guided filter “sweeps”

Database

effects of current data

model from features in Feature
filter

database

Response

Current model guides how Wiosielii

filtering Is done

AAAIO5 Tutorial on Feature Selection
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Likelihood-based Feature Evaluation

Judge contribution of features to learning
algorithm based on log-likelihood function
L(B ) =log P, (data)

o Retain on
“statistica

o Requires

defines probabilities for o

Questions

y features that
ly significant” o
earning algorit

Improve likelihood by
uantity

nm specify a model that

ata

2 Which features to try in the model?
o What is a large improvement?

July 9, 2005
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Likelihood-based Model

Assigns probabillity of class membership
rather than only a class label to instances

o Examples
logistic regression, others in GLIM family

Log-likelihood is then sum of logs of the
probabllities assigned to the cases

L (Y- ¥n)=10g Py (yy) + ... +log Py (y,)
Assumes independence
o More general models specify dependence

Lots of other benefits tag along...

AAAIO5 Tutorial on Feature Selection
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Advantages of Probability Model

Cost-based loss function

o Classify cases based on costs associated with
errors of missclassification

Example

o If missing a bankrupt customer costs 99 times as
much as annoying a good customer, then
-> Classify as BR if P4 (BR) > 0.01.

Multiple cut-offs

2 One model handles various thresholds rather than
requiring a different model for each

AAAIO5 Tutorial on Feature Selection
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Probability Model Allows Calibration

Calibration
A model is calibrated if its predictions are
unbiased in the sense that

Pr(Class c | p?) = p©
Example
A weather forecaster Is calibrated If it rains on
/0% of the days that she forecasts “70%
chance of rain.”

o And similarly for other probabilities as well!
Can always improve uncalibrated classifier

AAAIO5 Tutorial on Feature Selection
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Example: Well-calibrated

Risk of low bone
mass in women

Proportions in
data align with
predicted
fraction

July 9, 2005
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Example: Poorly calibrated

Estimated

probabilities do not
match proportions in

data
Eg: Only 10% of

those with estimated

probability 0.4

display the problem

July 9, 2005
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Methods for Calibration

One-dimensional function estimation
o Wavelets

2 Smoothing splines

o Polynomials

Monotone regression
o Preserve ordering of cases
o Pooled-adjacent violators

Predicted values from smoothed function
define revised probabilities for classification

AAAIO5 Tutorial on Feature Selection
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Those Questions...

Whether you use probability models or other
types of learning algorithms, still have to
resolve those two guestions

2 Which features to consider?

2 Which features that you consider should you use
In the model/learning algorithm?

Start with the easier question...

AAAIO5 Tutorial on Feature Selection
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(Question:
Does this feature improve the classifier?

Source of concern
Greedy optimization means that added random
noise offers an improvement, as in stock example

Model complexity
As models become more complex, with more
optimization, fit to the training data must improve

Trade-off
Complexity added versus gain in fit?

Probability model offers several equivalent
approaches that differ only in motivation

AAAIO5 Tutorial on Feature Selection
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Description Length

Represent model as a code for data
a0 One part of code describes the data
0 Second part describes model itself

Information theory

o Length of code for data given by the log-likelihood,
with high probability -> short code

Trade-off

0 Better fitting models offer short descriptions of the
data (ie, good data compression)

o More complex models require more elaborate,
longer descriptions

AAAIO5 Tutorial on Feature Selection
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Minimum Description Length (MDL)

Add features to the model so long as the
overall description length decreases

Description length Is the log-likelihood plus
the length of the model description

DL(data) = L s (data) + L(B)

Various methods for describing the model
lead to different criteria for judging models
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MDI. Criterion

Principle

Add feature to model if the change In the
description length for data is enough to “pay
for” length needed to describe model

Model indexed by B Is better than model
iIndexed by 0 If

Lg(data) + L(B) < L,(data) + L(9)
Change In description length for the model
depends on how model is encoded
o Choice for model form depends on “prior” beliefs
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Fquivalence among Methods

Method

Principle

length

Minimum description | Shortest overall code

length for data and model

Penalized likelihood |Regularization to

Introduce stability among
estimated parameters

Bayesian model Prior distribution on model

selection

parameters

July 9, 2005
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Commonly used Rules

A log P-value Name Author
likelihood
2 0.16 AIC, leave-1-out Akaike, Mallows
cross-validation 1973
4 0.05 Classical test
Log n — MDL, BIC Rissanen, Schwarz
1978
2Logm 1/m RIC Donoho&Johnstone

Foster&George 1994

July 9, 2005
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Role of p-value

P-value measures “probabillity” of feature
effect under the assumption H, that the
feature adds no value

o Small p-value implies either a miracle or feature
adds predictive value to classifier

Typically computed under normal-theory
model for sampling variation (CLT)

Variations allow adjustments for lack of
normality in problems with rare events

o Bennett bounds (Foster&Stine 2004)
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Trends in Methods

Early approaches

o Get an unbiased estimate of the out-of-sample
errors of a model (AIC)

o Pick the model with the smallest estimated out-of-
sample error

Problem

o Selection bias happens when have many similar
models, choice wins by chance alone

More recent methods
o Penalize for size of search space (RIC)
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Role for Cross-Validation?

Criterion methods “do it all”
Avoid cross validation by picking
features endogenously without
reserving hold-back sample

Avoiding cross-validation necessary when
o Time series, forecasting out-of-sample

o Too little data to sacrifice to cross-validation

o Computations too slow

o Too many models to compare
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Question:
Which features to consider?

Penalty methods provide a scale of
“goodness” to grade features, but

How does one move from a model with
certain features to the next?

o Classical gradient-type methods (ie stepwise)
o Regqularization approach

o Exogenous ordering
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Regularization Approach

Common regularization adds quadratic penalty
to log likelihood (eg, ridge regression)
log Py(data) + A X B 2
o Shrinks toward zero, but results in model of high
dimension.
Recent interest in L1 penalty (eg, lasso)
log P, (data) + » = |B |
o L1 produces selection rather shrinkage

o Compromises (eg elastic net) blend the two
approaches
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Picture Explains the Ditferences

L2 penalty
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Picture Explains the Ditferences

L1 penalty

Sharp
corners along
axes zero
parameters
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Follow Regularization Path

Generate sequence of models

o Vary the level of the constraint A In the
regularized log-likelihood
log P,(data) + A X |B |

0 Sequence defines “regularization path”
Role for cross-validation
o L1 penalty produces a sequence of models

o Cross validation picks models along this
regularization path.

o Rather than considering all possible, use L1
penalty to define sequence of interesting models
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July 9, 2005 Liu and Stine



Discussion ot Regularization

Scales
0 Requires a common scaling, weighting

Computation
o Trust-region approach to optimization
o Linear paths in SVM

Connections
0 L2 penalty equivalent to Normal prior

o L1 penalty equivalent to Laplace prior
o Shapes of joint distributions differ
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Model-based Methods: Summary

Have focused on avoiding over-fitting in
oroblems with many features

Key questions

2 Which features to consider?
Regularization paths
Greedy, gradient methods
Substantive covered later

o Which features to keep?
Role of p-values, probability models in assessment
Statistical methods that avoid cross validation
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Dealing with Wide Data (I1I)

Handling large-sized
data (a large number of
Instances)

Handling high-
dimensional data (a
large number of

features)
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Handling High-dimensional Data

High-dimensional data

0 As In gene expression microarray analysis, text
categorization, ...

o With hundreds to tens of thousands of features
o With many irrelevant and redundant features

Some research efforts
2 Redundancy based feature selection
0 Feature selection for text classification
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Need for Relevance-based Feature
Selection

Individual feature evaluation

o Focusing on identifying relevant features without
handling feature redundancy, roughly O(N)

Feature subset evaluation

o Relying on minimum feature subset heuristics to
implicitly handling redundancy while pursuing
relevant features, at least O(N°)

Effectiveness and efficiency

2 Able to handle both irrelevant and redundant
features

0 Less costly than existing subset evaluation methods

AAAIO5 Tutorial on Feature Selection
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Our Solution — A New Framework of
Feature Selection

1 : Irrelevant features

Il : Wealkly relevant but
non-redundant features

T + TV : Optimal subset

10 :

»

Weakly relevanl and

redundant features

IV : Strongly relevant features

Original Subset Candidate Subset
—_— .
Set Generation Subset Evaluation

Current Best Subset

Selected Subset

A view of feature relevance and redundancy

A traditional framework of feature selection

Original

——

Set

Relevance
Analysis

Relevant Redu]]da]]cy Selected

—

Subset Analysis Subset

A new framework of feature selection

July 9, 2005
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An Approximation Method (vu & Liu 2004)

Need for approximation methods
o Searching for an optimal subset is combinatorial

2 Over-searching

on training data can cause over-

fitting for wide data

Two steps of ap
o To approximate

o To approximate
among relevant

oroximation
y find the set of relevant features

y determine feature redundancy
features

AAAIO5 Tutorial on Feature Selection
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Evaluation Measure

Entropy-based measure

o Symmetrical Uncertainty (SU)

Symmetry for X and Y
Range [0, 1]

H(X) - HXY)
H(X)+ H(Y)

Two types of correlation by SU value
o C-correlation (feature F; and class C): SUj .

o F-correlation (feature F; and Fj): SU;j

SU(X,Y) = 2
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Approximation of Relevant Features

Aiming to achieve high efficiency
o Calculate C-correlation for each feature

o Heuristically decide a feature Fito be relevant if
it Is highly correlated with the class C, i.e.,
SU,.= 9o

Selected relevant features are subject to
redundancy analysis
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Determining Redundancy

Hard to decide redundancy
Redundancy criterion
Which one to keep \

Approximate redundancy criterion

F; is redundant to F; iff F/\C
SU(F;,C) = SU(F;,C) and SU(F,, F) = > SU(F;, C)
Predominant feature: not redundant to any feature
In the current set
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Algorithm

Fast Correlation-Based Filter (FCBF)

o Calculate SU value for each feature, order them,
select relevant features based on a threshold

o Start with the first feature (as a predominant
feature) to eliminate all features for which it
forms an approximate redundant cover

o Continue with the next remaining feature until
the end of list

Efficiency and effectiveness
o O(N) to remove Irrelevant features

0 On average O(NlogN) to remove redundant
features
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10 UCI Bench-mark Data Sets

Title Features Instances Classes
Lung-cancer 57 32 3
Promoters 59 106 2
Splice 62 3190 3
USCensus90 68 9338 3
ColL2000 86 5822 2
Chemical 151 936 3
Musk?2 169 6598 2
Arrhythmia 280 452 16
Isolet 618 1560 26
Multi-features 650 2000 10

July 9, 2005
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Speed

Title Running Time

FCBF CorrSF ReliefF ConsSF
Lung-cancer 20 o0 o0 110
Promoters 20 50 100 190
Splice 200 961 2343 34920
USCensus90 541 932 7601 161121
CollL2000 470 3756 T751 341231
Chemical 121 450 2234 14000
Musk2 971 82903 18066 175453
Arrhythmia 151 2002 2233 31235
Isolet 3174 177986 17025 203973
Multi-Features 4286 125190 21711 133932
Average 995 32028 7911 109617

July 9, 2005
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Degree of Dimensionality Reduction

Title # Selected Features
FCBF CorrSF ReliefF ConsSF

Lung-cancer 5 8 5 4
Promoters 4 4 4 4
Splice 6 6 11 10
USCensus90 2 1 2 13
ColL2000 3 10 12 29
Chemical 4 rd T 11
Musk2 2 10 2 11
Arrhythmia 6 25 25 24
Isolet 23 137 23 11
Multi-Features 14 BT 14 T
Average T 30 11 12
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Predictive Accuracy (C4.5)

Title Full Set FCBF CorrSF ReliefF ConsSF

Lung-cancer 80.83 £22.92 87.50 £16.32 84.17 £16.87 80.83 +£22.92 84.17 +£16.87
Promoters 86.91 £6.45 87.73 £6.55 87.73 £6.55 89.64 +5.47 84.00 £6.15
Splice 94.14 +1.57 93.48 +2.20 93.48 +2.20 89.25 +1.94 93.92 +1.53
USCensus90 98.27 +0.19 98.08 +0.22 97.95 +0.15 98.08 +0.22 98.22 +0.30
ColL2000 93.97 +0.21 94.02 +0.07 94.02 +0.07 94.02 +0.07 93.99 +0.20
Chemical 94.65 +2.03 95.51 +£2.31 96.47 +£2.15 93.48 +£1.79 95.72 +£2.09
Musk2 96.79 +0.81 91.33 +0.51 95.56 +0.73 94.62 +0.92 95.38 +0.75
Arrhythmia 67.25 £3.68 72.79 £6.30 68.58 £7.41 65.90 +£8.23 67.48 +4.49
Isolet 79.10 +£2.79 75.7T7 £4.07 80.70 +£4.94 52.44 +3.61 69.23 +4.53
Multi-Features 94.30 +1.49 95.06 +0.86 94.95 4+0.96 80.45 +2.41 90.80 +1.75
Average 88.62 £9.99 89.13 +8.52 89.36 +£9.24 83.87 +£14.56 87.29 £11.04

July 9, 2005
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Predictive Accuracy (NBC)

Title Full Set FCBF CorrSF ReliefF ConsSF
Lung-cancer 80.00 +£23.31 90.00 +16.10 90.00 +£16.10 80.83 +22.92 86.67 £17.21
Promoters 90.45 +£7.94 94.45 +8.83 094.45 +8.83 87.82 +£10.99 02.64 +£7.20
Splice 95.33 +0.88 93.60 +£1.74 93.60 +1.74 88.40 +£1.97 04.48 +1.39
USCensus90 93.38 40.90 97.93 +0.16 97.95 40.15 97.93 +0.16 97.87 40.26
ColL2000 79.03 £2.08 93.94 +0.21 92.94 4+0.80 93.58 +0.43 83.18 +£1.94
Chemical 60.79 £5.98 72.11 £2.51 70.72 +4.20 78.20 £3.58 67.20 £2.51
Musk2 84.69 £2.01 84.59 +0.07 64.85 £+£2.09 84.59 +0.07 83.56 £1.05
Arrhythmia 60.61 +£3.32 66.61 +5.89 68.80 +4.22 66.81 +3.62 68.60 £7.64
Isolet 83.72 +£2.38 80.06 +2.52 86.28 +2.14 52.37 £3.17 71.67 +3.08
Multi-Features 93.95 +£1.50 95.95 +£1.06 96.15 +£0.94 76.05 £3.26 93.75 +£1.95
Average 82.20 +£12.70 86.92 +10.79 85.57 £12.53 80.66 +13.38 83.96 +£11.31
AAAIO5 Tutorial on Feature Selection
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Summary of Results on UCI Data

Average results on 10 data sets

Full Set

FCBF

CorrSF

ReliefF

ConsSF

Running time (ms)

995

32028

7911

109617

# Features

220

-

30

11

12

Accuracy on C4.5

88.62+9.99

89.13+8.52

89.36+9.24

83.87/14.56

87.2911.04

Accuracy on NBC

82.20+12.70

86.92+10.79

85.5/412.53

80.66£13.38

83.96:11.31

FCBF can achieve the following

o Faster speed
o Higher degree of dimensionality reduction

o Improved classification accuracy

July 9, 2005
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Feature Selection in Text Categorization

A comparative study in (Yang & Pederson 1997)

2 5 metrics evaluated and compared

Document Frequency (DF), Information Gain (IG), Mutual
Information (MU), X2 statistics (CHI), Term Strength (TS)

|G and CHI performed the best

o Improved classification accuracy of k-NN achieved
after removal of up to 98% unique terms by IG

Another study In (Forman 2003)
0 12 metrics evaluated on 229 categorization problems

o A new metric, Bi-Normal Separation, outperformed
others and improved accuracy of SVMs
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Feature Selection in Text Categorization
Applications

2 Web pages

Recommending, Yahoo-like classification
0 Newsgroup Messages

Recommending, spam filtering
o News articles

Personalized newspaper

o Email messages
Routing, Prioritizing, Spam filtering

AAAIO5 Tutorial on Feature Selection
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Documents Representation

Vector Space Model

A term can be
o Word, or phrase (syntactic phrase, N-grams)

Weight of term
o Boolean, Term Frequency (tf)
o tf*idf (Inverse document frequency)

Properties
o High Dimensionality
o Many relevant, redundant features
Correlated features (concurrence of words)

o Document vectors are sparse
(Gabrilovich & Markovitch04, Joachims98, Wang & Lochovsky04)
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tf x idf (Salton&Buckley 1988)

Assign a weight to each term i in each document d
w, 4 =tf; 4 xlog(n/df;)

tf, ; = frequency of termiin document d

n = total number of documents
df. = the number of documents that contain term i

o It increases with the number of occurrences within d

o It increases with the rarity of 1 across the whole
corpus
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Feature Selection Methods

P(t, c;) - the probabllity of term t, occurring of
class c;
N - the number of training documents

Unsupervised
o Document Frequency: N*P(t,)

Supervised

o Information Gain

o Chi-Squared

o Odds Ratio

o Bi-normal separation (Forman 2003)
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Measures (continued)

Information Gain:

Chi-Squared: N . 2Ux.co) P(tr.ci) = P(tr.ci) P(tr.ci)
_ ) P(tr)P(te)P(c;i)P(c7)

Odds Ratio:

P(tk_ ‘Ci)'(l—P(tk ‘:))
A= Ptrlc)) Pltele)

Bi-normal separation:
E=Y(P(t|ci)) — F~HP(t[@))
Where F is the cumulative probability function of the
standard Normal distribution
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Empirical Studies

One can significantly reduce the number of
features (terms)

Information Gain and Chi-Squared are most
effective (Yang and Pedersen97, Rogati and Yang02)

Odds ratio Is reported to perform well when the
data is skewed (Mladenic and Grobelnik98)

Bi-normal separation outperforms |G and Chi-
Squared in SVMs, especially when the class
distribution is skewed (Forman 2003)
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Feature Interaction

Feature interaction is a phenomenon, in which
features gain their relevance by interacting with

other features.

Definition:
F=F, Fo, ..., Fg, let € denotes a metric measures the correlation of
the class label with a feature or a feature set. Features Fq, Fo, ..., Fx
are said to interact with each other iff: for arbitrary partition .% = {.%,
Fo, ..., #1}of F,where | > 2 and .%; # () for Vi € [1, /]| we have:
C(F) > >  E(F)
FeF

An Intrinsic character of feature interaction Is Its
irreducibility. (Jakulin & Bratko 2004)
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‘ Feature Interaction

= Two examples of feature interaction: MONK1 &
Cort sucra s

MONKZL: Y (Al=A2V(A5==

qurr . IY (AO"A1)V(BO"B1)

= Existing efficient feature selection algorithms cannot
handle feature interaction very well

FCBF CES ReliefF FOCUS
Corral Ao, A1, Bo, B1, R Ao, N R Ao,A1, Bo, Bl, R Ao,Al, Bo, Bl
Monk]1 _,_,Ag, _,_,A5 Al,AQ,A5 A1,A2,A5

AAAIO5 Tutorial on Feature Selection
July 9, 2005 Liu and Stine 24



Feature Interaction

Existing efficient feature selection algorithms
usually assume feature independence.

Others attempt to explicitly address Feature
Interactions by finding them.
o Finding out all feature interactions is impractical.

Some existing efficient algorithm can only
(partially) address low order Feature
Interaction, 2 or 3-way Feature Interaction.
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Streaming Feature Selection

Return to questions considered previously
o Which features to consider, and how to judge them?

Open versus closed domain

o Is the collection of features a well-defined, finite list?

Or

o Is the collection of features “open” set in that choice of new
features depends on success or failure of initial choices?

Example

o Text mining in which features are constructed from SQL
gueries of documents in database.

o Next query depends on success of prior features.

AAAIO5 Tutorial on Feature Selection
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Infinite Feature Space

Trend toward wider data sets

Problem Cases Base Features
Credit default 3,000,000 350
Face recognition 10,000 1,400
Microarray 1,000 10,000
CiteSeer 500 10,000,000

Compounded by relevance of interactions
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Batch-Oriented Feature Selection

Breadth-first selection iIs common

0 Greedy search identifies the single best feature
from those available

But it has issues...

2 Selection bias
Search over many produces spurious “benefit”

0 Speed
Slow, must consider every feature at each step

0 Scope
Confinded to features defined in advance of
search process and modeling

AAAIO5 Tutorial on Feature Selection
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Streaming Feature Selection

Depth-first search

0 Accept any “adequate” feature that is discovered
without “waiting for” the best

Avoids problems

o Selection bias no longer relevant because not
picking the best in a batch comparison

0 Speed improves because only consider one
feature at a time

0 Scope expands search space depending on
successful choices
Role for feedback in directing search

AAAIO5 Tutorial on Feature Selection
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'Code Factotization in
Streaming Feature Selection

= Naturally factored problem

o Postpone task of constructing feature until needed for
evaluation

o Separate task of recommending a feature to try from the
task of evaluating a feature
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Expert: Feature Generation Algorithm

Distinguish two flavors

Context driven experts

o If paper A cites paper B, then consider papers
cited in paper B...

o If a gene in this group is related to the response,
then no need to consider genes in this category

Parasitic “experts” piggyback on others

o |If some feature X is predictive, then consider...
o Simple transformations ¢ (X)

o Interactions of the form X * Z

o Deep search of high-order combinations

AAAIO5 Tutorial on Feature Selection
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Feature Evaluation

How to evaluate the features offered by one (or
more) experts?
o Different approach from that used in batch context

View as a seguence of
o Traditional: Hypothesis tests
o “Investment opportunities”

Key concern?

o Avoid features that are not informative out-of-sample (avoid
over-fitting)

o Miss features that would be informative out-of-sample (lack
of power)

Perspective
o Avoid over-fitting while retaining as much power as can

AAAIO5 Tutorial on Feature Selection
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Classical Criterion
Notation
o Offered fixed collection of m features
2 R(m) counts chosen features (observable r.v.)
R(m) =V (m) + Sg(m)
a V4 (m) counts Incorrect picks, “false positives”
0 Sz (m) counts correctly used “true positives”
o Want large S;(m) and small V ;5 (m)

Conservative approach

o Control chance for any false positive,
FWER =Pr(Vos(m)>0) < «
o Eg: Bonferroni controls FWER but has low power

AAAIO5 Tutorial on Feature Selection
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False Discovery Rate

Better batch method

FDR (Benjamini&Hochberg)

o Control rate of false positives rather than chance of any

false positive
FDR(m) = E(V (mM)/R(m))
o If picking lots of features, OK that some are false positives

Procedure
o B&H provide a step-down testing procedure

o Procedure requires ordered collection of p-values, one for
for every feature
p-value = Pr(observed test stat | H,)
with null hypothesis that each feature adds no value
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Excess Discovery Count

Streaming criterion

o Accommodates stream of features rather than just a single
batch of features

EDC counts true features found above a fraction y
of the total number chosen R(m)

EDC(m) =E[S;(m)- v R(mM)] + a
A selection procedure “controls EDC” if EDC = 0
o Typical choices set a =0.05and v =0.95

Comparison to FDR

o Focus on correctly chosen features

o Ratio of expected values rather than expected value of ratio
o Avoids associated complications

AAAIO5 Tutorial on Feature Selection
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‘ EDC provides guarantee
Count

EyS"

i
Nosignal Moderate Strong signal
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Alpha-investing Procedures

—eature selection procedure

o Seqguential testing procedure for evaluating a
sequence of features

Procedure “invests” In feature choices
o Has wealth W(m) after considering m features

2 When offered a candidate feature, procedure
determines how much of current wealth to invest
If the feature “seems good”, invests heavily
If the feature “appears weak”, does not invest

o Methods that invest wisely earn wealth that in turn
allows future investment

AAAIO5 Tutorial on Feature Selection
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Alpha-Investing

Requires p-value that measures contribution of
feature to model
o Wealth measured on scale of p-values

When considering the m® feature

o Test null hypothesis
H,: This feature adds no value

at level up to current wealth
a < W(m-1)
o If p-value for this feature is small, p,, < a _, then reject H,
Add mth feature to model
Increase wealth by payout ® - p,,
o If p-value p, > a  then do not reject H, and
Decrease wealth by a

AAAIO5 Tutorial on Feature Selection
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Alpha Investing Controls EDC

Theorem

o Given suitable choices for the initial wealth and
payoff », alpha-investing controls EDC

E,[EDC(M) =0] ,

over all stopping times M.

Key requirement isolates p-values

o Need for the evaluation tests of candidate
features to be “honest” in sense that

Pr(incorrectly use feature) < «a

m
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Alpha-investing 1s flexible

Taylor the evaluation of features to the
“reputation” of the expert

Invest more heavily in the recommendations
of experts that know more or experts whose
choices have resulted in valuable
Improvements in the model

Invest conservatively in other experts, at least
until they have a reputation

AAAIO5 Tutorial on Feature Selection
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Strategies: No Domain Knowledge

If know little of the domain, then alpha-
Investing can operate “conservatively”

o Expert offers little insight, poor reputation

Invest small fraction of wealth on each
feature to conserve for future opportunities

In batch context, conservative alpha-investing
replicates the FDR procedure

o Test all m features at level a /m
o Test remaining features at level 2 a /m
o Continue up list of features

AAAIO5 Tutorial on Feature Selection
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Strategies: With Domain Knowledge

Aggressive investing
0 Genetics expert recommends attributes
o Credit modeler experience in default

Assume knowledge of feature space places
an ordering on the candidate features such
that most interesting tested first

Invest heavily in leading features since these
are most likely to be useful

o Test first feature at level a /2
o If not used, test second at level a /4
a If not used, test third at level a /8 ...
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Example

—raction =« 1 % Found vs B&H
oredictors 50 .
nidden in +
200 features *

. 20 ’ * Aggressive
Sequential , L
SearCh EIZI:'.E;E']'."-."E;L J.'-.’E . . —

g

USIﬂg 2 Step-down
investing ot | |
schemes
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Combining Experts in Auction

Predictor auction matches up
0 Experts: Feature generating strategies
o Bidders: Alpha-investing rules

Governed by auctioneer
o Bidders wager on features offered by collection of experts
o Auctioneer “accepts” feature with largest bid value

Evaluates feature

o Tests this feature in current model

o |If feature is accepted, rewards those bidders
o |If feature is declined, bidders lose investment

AAAIO5 Tutorial on Feature Selection
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‘ Feature Auction Schematic

= Factor problem
o Domain knowledge in the experts
0 Investing strategies in bidders
0 Feature assessment in model

AAAIO5 Tutorial on Feature Selection
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Streaming Feature Selection

New approach to old problem

Experts offer stream of features
2 Domain specific, exploiting substantive structure
o Parasitic, exploiting choices of others

Alpha-investing rules allow bidders to
evaluate the features in the stream

o Allows infinite stream of features

o Taylor investing strategy to problem

Auctions combine multiple experts with variety of
bidding strategies

AAAIO5 Tutorial on Feature Selection
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