Statistics 101; Solution Set 2
1 A.  Describe the relationship between Y=School hours and X=Year

	Year
	Mean (School hours)
	Standard Deviation

	Freshman
	43.95
	10.80

	Sophmore
	44.66
	9.58

	Junior
	37.65
	8.96

	Senior
	33.61
	10.43


Oneway Analysis of School Hrs By Year
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The means for each year are quite close together and considering the fact that the standard deviations are fairly high, we could suspect that there is little (if no) difference between year and school hours.

B. Describe the relationship between Y=GPA and X=Year

	Year
	Mean (GPA)
	Standard Deviation

	Freshman
	3.07
	0.58

	Sophmore
	3.06
	0.58

	Junior
	3.06
	0.53

	Senior
	3.17
	0.53


Oneway Analysis of GPA By Year
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The same is the case here.  There seems to be no relationship between GPA and year.
C. Describe the relationship between Y=GPA and X=School hours

Bivariate Fit of GPA By School Hrs
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There is a positive correlation between GPA and School Hours (fairly strong).
D. Relationship between Y=GPA and X=School Hours by Year
Year=FRESHMAN

Bivariate Fit of GPA By School Hrs
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Year=SOPHOMORE

Bivariate Fit of GPA By School Hrs

[image: image5.wmf]2

2.5

3

3.5

4

GPA

20

30

40

50

60

70

School Hrs


Year=JUNIOR

Bivariate Fit of GPA By School Hrs
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Year=SENIOR

Bivariate Fit of GPA By School Hrs
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There is a fairly strong, positive linear relationship between GPA and school hours for each year.  This would make sense intuitively because the more effort you put into school, presumably, the better you would do (higher GPA).
2. Problem 2.26

A. 
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B.  r = 0.825.  This value of r makes sense based on the above scatterplot.  The points show a fairly strong relationship but the two foods, spaghetti and snack cake; do not lie close to the other points. 

C. The fact that every guess was higher than the correct number of calories does not influence the correlation.  If every guess were exactly 100 calories higher than the correct one then the correlation would be 1.0. 
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D. The correlation coefficient is now 0.984.  The correlation increased because after removing the spaghetti and snack cake, the remaining eight points fall very close to a straight line.

3. Problem 2.102
A.
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, r2 = .276 so approximately 28% of the change in Phillip Morris stock is explained by the S&P index. 

B.  For every one unit change in the S&P index, Phillip Morris returns increase by 1.17.  Their returns increase faster than the index. 

C. We want our individual stocks to rise faster than the market rises, but we want our stocks to drop more slowly than the market drops.

4. Problem 2.104

A. 
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B.  The data for the right hand shows a horizontal pattern.  The data for the left hand is much more scattered. 

C. 
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The regression line for the left hand does a better job of predicting time because it describes a little over 10% of the variation in time.  The regression line for the right hand is not as predictive.  Distance contributes less than 10% (9.3%) to the variation in time on the right hand. 

D.  
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No, there does not appear to be a systematic effect of time. 
5. Problem 2.54
A. For data set A: y = 3.0001 + 0.5x and r = .816421.  For data set B:  y = 3.0009 + 0.5x and r = .816237.  For data set C: y = 3.0025 + 0.4997x and r = .816287.  For data set D: y = 3.0017 + 0.4999x and r = .816521.  Notice that all values of r are very close and all the equations are close.  With x = 10, the prediction for y is 8 for each regression line.

B. Plotting Residuals
Dataset=A
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This is a normal looking residual plot (no sign of a bad fit).

Dataset=B
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This residual plot is curved which means that a linear fit is not appropriate for this data.
Dataset=C
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This residual plot also has a pattern to it which again means that a linear fit may not be appropriate.  However, we can see the presence of an outlier at the top right-hand corner of the graph; perhaps this point influences the best-fit procedure too much.  We should remove it and redo the analysis to see if we get a better analysis.
Dataset=D
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The data points all have x-value 8 except one where the x-value is 18.  Given the unbalanced data, we cannot say anything about the linear relationship between x and y.  The residual plot shows this by the clustering of points around 8.
C.  I would use the regression line for prediction with data sets A and C (remove outlier and check analysis).  While sets B and D have the same correlation coefficient, it is obvious from the residual plots that they do not have a linear pattern.  

6. Part A: Problem 2.18 
A.
B. California stands out on the scatterplot because it has an unusually large number of Target stores compared to Wal-Mart stores.  It appears that in most states the number of Wal-Mart stores is greater than Target stores.  California does not follow this trend. 

C. This relationship is a weak positive relationship.  It has a slight linear appearance.

Part B: Problem 2.61

A. y = (0.525 + 0.38x. 

B. 96 Target stores, residual = (6. 

C. y = 30.31 + 1.13x. 

D. 132 Wal-Mart stores, residual = 122.

7. Analysis of mini ipods
A. Relationship between Y=Demand and X=Supply

Bivariate Fit of Demand By Price
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There does seem to be a strong negative relationship between demand and price.  
B. Fitting a linear relationship

 Bivariate Fit of Demand By Price
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Linear Fit

Demand = 2.2766667 - 0.0035429 Price

Summary of Fit

	 
	 

	RSquare
	0.900969

	RSquare Adj
	0.895757

	Root Mean Square Error
	0.037387

	Mean of Response
	1.390952

	Observations (or Sum Wgts)
	21


i. The correlation is –sqrt(RSquare) (the minus sign is due to the negative relationship).  Thus, correlation = –sqrt(0.900969) = –0.95.  Since the correlation is close to –1, it means that there is a strong, negative relationship between price of a mini ipod and its demand.  That means as price goes up, demand goes down.

ii. The predicted demand if the mini ipods were priced at $400 is:


Demand = 2.2766667 – 0.0035429*400 = 0.86 (approximately)


Thus, the predicted demand would be 860,000 mini ipods.
C. Linear relationship between log(price) and log(demand)

Bivariate Fit of Demand By Price
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Transformed Fit Log to Log

Log(Demand) = 3.7905187 - 0.6281706 Log(Price)

Summary of Fit

	 
	 

	RSquare
	0.928243

	RSquare Adj
	0.924467

	Root Mean Square Error
	0.022469

	Mean of Response
	0.326768

	Observations (or Sum Wgts)
	21


Fit Measured on Original Scale

	 
	 

	Sum of Squared Error
	0.0182438

	Root Mean Square Error
	0.0309871

	RSquare
	0.931972

	Sum of Residuals
	0.0075112


i. The correlation is –sqrt(RSquare) (the minus sign is due to the negative relationship).  Thus, correlation = –sqrt(0.931972) = –0.97 (use fit measured on original scale chart).  Again, since the correlation is close to –1, it means that there is a strong, negative relationship between log(price) of a mini ipod and its log(demand).  This correlation is slightly better than the original one.  

ii. The predicted demand if the mini ipods were priced at $400 is:


log(demand) = 3.7905187 – 0.6281706*log(400) = 0.0268568

Demand = e^(0.0268568) = 1.027 (approximately)


Thus, the predicted demand would be 1.02 million mini ipods.  Note that this prediction is higher than the original one.
Extra Credit

1. Plot of residuals of Y=Demand and X=Price
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Looking at the residual plot, we see that the plot has a curved pattern (U-shaped upward).  This type of plot shows us that the relationship between the two variables is not linear.
2. 6 Runs
Halving and Doubling Chart 

	Price
	Original Demand
	Half
	Double

	$200
	1.62
	0.81
	3.24

	$250
	1.4
	0.7
	2.8

	$300
	1.26
	0.63
	2.52


Table of intercepts, slopes, and correlations

	Run Type
	Intercept
	Slope
	Correlation

	Original
	2.28
	-0.0035
	-0.96

	$200, Half
	1.71
	-0.0014
	-0.28

	$200, Double
	3.41
	-0.0078
	-0.57

	$250, Half
	2.24
	-0.0035
	-0.58

	$250, Double
	2.34
	-0.0035
	-0.33

	$300, Half
	2.66
	-0.0052
	-0.80

	$300, Double
	1.52
	-0.0003
	-0.03


Looking at this table, we see that changing the demand values for all points reduced the correlation sometimes significantly.  Sometimes the correlation changed significantly even though the intercepts and slopes did not (or not as much).  Ultimately, we see that the value of a single point may have a large influence on the resulting analysis.
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