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Community identification in a network is an important problem in fields such as social science, neuroscience, and genetics. Over the past decade, stochastic block models (SBMs) have emerged as a popular statistical framework for this problem. However, SBMs have an important limitation in that they are suited only for networks with unweighted edges; in various scientific applications, disregarding the edge weights may result in a loss of valuable information. We study a weighted generalization of the SBM, in which observations are collected in the form of a weighted adjacency matrix and the weight of each edge is generated independently from an unknown probability density determined by the community membership of its endpoints. We characterize the optimal rate of misclustering error of the weighted SBM in terms of the Renyi divergence of order 1/2 between the weight distributions of within-community and between-community edges, substantially generalizing existing results for unweighted SBMs. Furthermore, we present a principled, computationally tractable algorithm based on discretization that achieves the optimal error rate without assuming knowledge of the weight densities.

1. Introduction. The recent explosion of network datasets has created a need for new statistical methodology [34, 13, 25, 17]. One active area of research with diverse scientific applications pertains to community detection and estimation, where observations take the form of edges between nodes in a graph, and the goal is to partition the nodes into disjoint groups based on their relative connectivity [14, 22, 37, 40, 30, 36].

A standard model assumption in community recovery problems is that—conditioned on the community labels of the nodes of the graph—each edge is generated independently according to a distribution governed solely by the community labels of its endpoints. This is the setting of the stochastic block model (SBM) [24]. Community recovery may also be viewed as estimating the latent cluster memberships of the nodes a random graph generated by an SBM. The last decade has seen great progress on this problem, beginning with the seminal conjecture of Decelle et al. [12] (see, e.g., the excellent
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survey paper by Abbe [1]). Various algorithms for community recovery have been devised with guaranteed optimality properties, measured in terms of correlated recovery [31, 32, 29], exact recovery [3, 4, 5], and minimum mis-clustering error rate [15, 42].

However, an important shortcoming of SBMs is that all edges are assumed to be binary. In contrast, the edges appearing in many real-world networks possess weights reflecting a diversity of strengths or characteristics [35, 10]: Edges in social or cellular networks may quantify the frequency of interactions between pairs of individuals [39, 9]. Similarly, edges in gene co-expression networks are assigned weights corresponding to the correlation between expression levels of pairs of genes [43]; and in brain networks, edge weights may indicate the level of neuronal activity between corresponding regions in the brain [38]. Although an unweighted adjacency matrix could be constructed by disregarding the edge weight data, this might result in a loss of valuable information that could be used to recover hidden communities.

This motivates the weighted stochastic block model, which we study in this paper. Each edge is generated from a Bernoulli($p$) or Bernoulli($q$) distribution, depending on whether its endpoints lie in the same community, and then each edge is assigned an edge weight generated from one of two arbitrary densities, $p(x)$ or $q(x)$. We study the problem of community estimation based on observations of the edge weights in the network, without assuming knowledge of $p$, $q$, $p(x)$ or $q(x)$. Since $p(x)$ and $q(x)$ are allowed to be continuous, our model strictly generalizes the discrete labeled SBMs considered in previous literature [23, 28, 26], as well as the censored SBM [2, 18, 19].

We emphasize key differences between the weighted SBM framework and the setting of other clustering problems involving continuous edge weights [7, 20]. First, we do not assume that between-cluster edges tend to have heavier weights than within-cluster edges (e.g., in mean-separation models). Such an assumption is critical to many algorithms for weighted networks, since it allows existing algorithms for unweighted SBMs, such as spectral clustering, to be applied in relatively straightforward ways. In contrast, the algorithms in this paper allow us to exploit other potential differences in $p(x)$ and $q(x)$, such as differences in variance or shape. This is crucial to achieve optimal performance. Second, our setting is nonparametric in the sense that the densities $p(x)$ and $q(x)$ may be arbitrary and are only required to satisfy mild regularity conditions, whereas previous approaches generally assume that $p(x)$ and $q(x)$ belong to a specific parametric family. Nonparametric density estimation is itself a difficult problem, made even more difficult in the case of weighted SBMs, since we do not know a priori which edge weights have been drawn from which densities.
Our main theoretical contribution is to characterize the *optimal rate of misclustering error* in the weighted SBM. On one side, we derive an information-theoretic lower bound for the performance of any community recovery algorithm for the weighted SBM. Our lower bound applies to all parameters in the parameter space (thus is not minimax) and all algorithms that produce the same output on isomorphic networks—a property that we call *permutation equivariance*. On the other side, we present a computationally tractable algorithm with a rate of convergence that matches the lower bound. Our results show that the optimal rate for community estimation in a weighted SBM is governed by the Renyi divergence of order $\frac{1}{2}$ between two mixed distributions, capturing the discrepancy between the edge probabilities and edge weight densities for between-community and within-community connections. This provides a natural but highly nontrivial generalization of the results in Zhang and Zhou [42] and Gao et al. [15], which show that the optimal rate of the unweighted SBM is characterized by the Renyi divergence of order $\frac{1}{2}$ between two Bernoulli distributions corresponding only to edge probabilities.

Remarkably, our rate-optimal algorithm is fully *adaptive* and does not require prior knowledge of $p(x)$ and $q(x)$. Thus, even in cases where the densities belong to a parametric family, it is possible—*without making any parametric assumptions*—to obtain the same optimal rate as if one imposes the true parametric form. This is in sharp contrast to most nonparametric estimation problems in statistics, where nonparametric methods usually lead to a slower rate of convergence than parametric methods if a specific parametric form is known. The apparent discrepancy is explained by the simply stated observation that in weighted SBMs, one does *not* need to estimate edge densities well in order to recover communities to desirable accuracy. This intuition is also reflected in the work of Abbe and Sandon [5] for the exact recovery problem and Gao et al. [15] for the unweighted SBM. Our proposed recovery algorithm hinges on a careful discretization technique: When the edge weights are bounded, we discretize the distribution via a uniformly spaced binning to convert the weighted SBM into an instance of a *labeled* SBM, where each edge possesses a label from a discrete set with finite (but divergent) cardinality; we then perform community recovery in the labeled SBM by extending a coarse-to-fine clustering algorithm that computes an initialization through spectral clustering [11, 27] and then performs refinement through nodewise likelihood maximization [15]. When the edge weights are unbounded, we reduce the problem to the bounded case by first applying an appropriate transformation to the edge weight distributions.

The remainder of our paper is organized as follows: Section 2 introduces...
the mathematical framework of the weighted SBM, defines the community recovery problem, and formalizes the notion of permutation equivariance. Section 3 provides an informal summary of our results, later formalized in Section 5. Section 4 outlines our proposed community estimation algorithm. The key technical components of our proofs are highlighted in Section 6, and Section 7 concludes the paper with further implications and open questions.

**Notation.** For a positive integer \( n \), we write \([n]\) to denote the set \( \{1, \ldots, n\} \) and \( S_n \) to denote the set of permutations of \([n]\). We write \( o(1) \) to denote a sequence indexed by \( n \) that tends to 0 as \( n \to \infty \), and write \( \Theta(1) \) to denote a sequence indexed by \( n \) that is bounded away from 0 and \( \infty \) as \( n \to \infty \). For two real numbers \( a \) and \( b \), we write \( a \vee b \) to denote \( \max(a, b) \) and write \( a \wedge b \) to denote \( \min(a, b) \).

2. Model and problem formulation. We begin with a formal definition of the homogeneous weighted SBM and a description of the community recovery problem.

2.1. Weighted stochastic block model. Let \( n \) denote the number of nodes in the network and let \( K \geq 2 \) denote the number of communities. Throughout the paper, we will assume that the communities are approximately balanced, so there exists a cluster-imbalance constant \( \beta \) such that the cluster size \( n_k \) satisfies \( \frac{n}{\beta K} \leq n_k \leq \frac{\beta n}{K} \) for each \( 1 \leq k \leq K \).

**Definition 2.1.** Let \( \sigma_0 : [n] \to [K] \) denote the true cluster assignment; i.e., \( \sigma_0(u) \in \{1,2,\ldots,K\} \) denotes the cluster label of node \( u \). We say that two cluster assignments \( \sigma \) and \( \sigma' \) are equivalent if a permutation \( \tau \in S_K \) exists such that \( \tau \circ \sigma = \sigma' \).

We first define the homogeneous unweighted SBM, which is parametrized by \( (n,K,\beta,\sigma_0) \), the between-cluster edge probability \( p \), and the within-cluster edge probability \( q \). This is characterized by the following probability distribution over adjacency matrices \( A \in \{0,1\}^{n \times n} \):

**Definition 2.2 (Homogeneous unweighted SBM).** For all \( u < v \), the entries of \( A \) are generated independently according to

\[
A_{uv} \sim \begin{cases} 
\text{Ber}(p) & \text{if } \sigma_0(u) = \sigma_0(v), \\
\text{Ber}(q) & \text{if } \sigma_0(u) \neq \sigma_0(v).
\end{cases}
\]

Note that the more general heterogenous unweighted SBM is characterized by a matrix \( P \in \mathbb{R}^{K \times K} \) of probabilities instead of two scalars \( p \) and \( q \), and edges are generated independently according to \( A_{uv} \sim \text{Ber}(P_{\sigma_0(u),\sigma_0(v)}) \).
A homogeneous weighted SBM is parametrized by \((n, K, \beta, \sigma_0)\), the edge absence probabilities \(P_0\) and \(Q_0\), and the edge weight probabilities \(p(x)\) and \(q(x)\). Let \(S\) denote the support of \(p(x)\) and \(q(x)\), where \(S = [0, 1]\), \(S = \mathbb{R}\), or \(S = \mathbb{R}^+\). The weighted SBM is then characterized by a distribution over adjacency matrices \(A \in S^{n \times n}\) in the following manner:

**Definition 2.3 (Homogeneous weighted SBM).** For all \(u < v\), we first independently generate edge presence indicator variables:

\[
Z_{uv} \sim \begin{cases} 
\text{Ber}(1 - P_0) & \text{if } \sigma_0(u) = \sigma_0(v), \\
\text{Ber}(1 - Q_0) & \text{if } \sigma_0(u) \neq \sigma_0(v), 
\end{cases}
\]

and then independently generate edge weights:

\[
A_{uv} \sim \begin{cases} 
0 & \text{if } Z_{uv} = 0, \\
p(x) & \text{if } Z_{uv} = 1 \text{ and } \sigma_0(u) = \sigma_0(v), \\
q(x) & \text{if } Z_{uv} = 1 \text{ and } \sigma_0(u) \neq \sigma_0(v). 
\end{cases}
\]

Note that \(\mathbb{E}(A)\) may not exhibit the familiar block structure found in unweighted SBMs, since our model includes the case where \(P_0 = Q_0\) and \(p(x)\) and \(q(x)\) have the same mean.

We may define the weighted SBM more succinctly by defining the probability measures \(P\) and \(Q\) to be mixed distributions, where the singular part of \(P\) is a point mass at 0 with probability \(P_0\), and the continuous part of \(P\) has \((1 - P_0)p(x)\) as its Radon-Nikodym derivative with respect to the Lebesgue measure (and likewise for \(Q\)):

**Definition 2.4 (Homogeneous weighted SBM).** For all \(u < v\), the entries of \(A\) are generated independently according to

\[
A_{uv} \sim \begin{cases} 
P & \text{if } \sigma_0(u) = \sigma_0(v), \\
Q & \text{if } \sigma_0(u) \neq \sigma_0(v). 
\end{cases}
\]

If \(P\) and \(Q\) are Bernoulli distributions without any continuous portions, the weighted SBM reduces to the unweighted version. It is possible to generalize the weighted SBM to a weighted and labeled SBM by allowing the singular parts of \(P\) and \(Q\) to possess additional point masses; the theory derived in this paper extends to simple cases of those models, as well.

Our definition treats an edge with weight 0 as a missing edge, but it is straightforward to distinguish these two notions by defining \(P, Q\) as probability measures over \(S \cap \{\ast\}\) where the symbol \(\ast\) denotes a missing edge.
2.2. **Community estimation.** Given an observation \( A \in S_{n \times n} \) generated from a weighted SBM, the goal of community estimation is to recover the true cluster membership structure \( \sigma_0 \). We assume throughout our paper that the number of clusters \( K \) is known.

We evaluate the performance of a community recovery algorithm in terms of its misclustering error. For a clustering algorithm \( \hat{\sigma} : [n] \rightarrow [K] \) denote the clustering produced by \( \hat{\sigma} \) when provided with the input \( A \). We have the following definition:

**Definition 2.5.** We define the misclustering error to be

\[
l(\hat{\sigma}(A), \sigma_0) := \min_{\tau \in S_K} \frac{1}{n} d_H(\hat{\sigma}(A), \tau \circ \sigma_0),
\]

where \( d_H(\cdot, \cdot) \) denotes the Hamming distance. The risk of \( \hat{\sigma} \) is defined as

\[
R(\hat{\sigma}, \sigma_0) := E_l(\hat{\sigma}(A), \sigma_0),
\]

where the expectation is taken with respect to both the random network \( A \) and any potential randomness in the algorithm \( \hat{\sigma} \).

The goal of this paper is to characterize the minimal achievable risk for community recovery on the weighted SBM in terms of the parameters \((n, K, \beta, \sigma_0, P_0, Q_0, p(x), q(x))\).

2.3. **Permutation equivariance.** Since the cluster structure in a network does not depend on how the nodes are labeled, it is natural to focus on estimation algorithms that output equivalent clusterings when provided with isomorphic inputs. We formalize this property in the following definition:

**Definition 2.6.** For an \( n \times n \) matrix \( A \) and a permutation \( \pi \in S_n \), let \( \pi A \) denote the \( n \times n \) matrix such that \( A_{uv} = [\pi A]_{\pi(u), \pi(v)} \). Let \( \hat{\sigma} \) be a deterministic clustering algorithm. Then \( \hat{\sigma} \) is permutation equivariant if, for any \( A \) and any \( \pi \in S_n \),

\[
(2) \quad \hat{\sigma}(\pi A) \circ \pi \text{ is equivalent to } \hat{\sigma}(A).
\]

In other words, \( \hat{\sigma} \) is permutation equivariant if a permutation \( \tau \in S_K \) exists satisfying \( \hat{\sigma}(\pi A) \circ \pi = \tau \circ \hat{\sigma}(A) \). Note that \( \hat{\sigma}(\pi A) \) by itself is not equivalent to \( \hat{\sigma}(A) \), since the nodes in \( \pi A \) are labeled with respect to the permutation \( \pi \). It is straightforward to extend Definition 2.6 to randomized algorithms by requiring condition (2) to hold almost everywhere in the probability space that underlies the algorithmic randomness. Permutation equivariance is a
natural property satisfied by all the clustering algorithms studied in literature except algorithms that leverage extra side information in addition to the given network. In Section 5.2, we study permutation equivariance in detail and provide some properties of permutation equivariant estimators.

3. Overview of main results. Our results are asymptotic in $n$, and we treat $P_0, Q_0, p(x), q(x), \sigma_0$ as varying with $n$; in various places, we do not explicitly state this dependence in order to simplify our notation. We hold $K$ and $\beta$ to be fixed with respect to $n$. We now preview our main results.

Let $P$ be the probability measure induced by $(P_0, p(x))$, and let $Q$ be defined analogously. The optimal rate of misclustering error naturally depends on the extent to which $P$ and $Q$ are different. This is quantified by the Renyi divergence of order $\frac{1}{2}$, which we denote by $I$:

$$-2 \log \int \left( \frac{dP}{dQ} \right)^{1/2} dQ = -2 \log \left( \sqrt{P_0 Q_0} + \int_S \sqrt{(1 - P_0)(1 - Q_0)p(x)q(x)} dx \right).$$

Since $P$ and $Q$ depend on $n$, the Renyi divergence $I$ also depends on $n$. Note that in the analysis of unweighted SBMs, various dependencies on $n$ in the edge probabilities are also assumed (e.g., $p, q \to 0$ as $n \to \infty$ [32, 4], or $|p - q| \to 0$ [42]). We focus on the setting where $P$ and $Q$ tend toward each other in the sense that $I \to 0$; this setting encompasses the sparse graph setting where $P_0, Q_0 \to 1$. If we view $I$ as the signal level in the community estimation problem, the setting $I \to 0$ is more interesting and challenging than the setting $I = \Omega(1)$, since it corresponds to a weaker signal.

When $I = o(1)$, we may characterize $I$ in terms of the Hellinger distance (cf. Lemma I.1):

$$I = \left( (\sqrt{P_0} - \sqrt{Q_0})^2 + \int_S (\sqrt{(1 - P_0)p(x)} - \sqrt{(1 - Q_0)q(x)})^2 dx \right) (1 + o(1))$$

$$= \left( (\sqrt{P_0} - \sqrt{Q_0})^2 + (\sqrt{1 - P_0} - \sqrt{1 - Q_0})^2 \right.$$  
$$\left. + (1 - P_0)(1 - Q_0) \int_S (\sqrt{p(x)} - \sqrt{q(x)})^2 dx \right) (1 + o(1)).$$

The above equation shows that $I$ decomposes into two terms, the first of which captures the divergence between the edge presence probabilities (and also appears in the analysis of unweighted SBM), and the second of which captures the divergence between the edge weight densities.

The presence of the second term illustrates how the weighted SBM behaves quite differently from its unweighted counterpart—in particular, dense networks may be interesting in a weighted setting. For example, even if the
weighted network is very dense (e.g., $1 - P_0$ and $1 - Q_0$ are fixed at some constant level), it is still possible for the signal level $I$ to be weak so long as $\int_S (\sqrt{p(x)} - \sqrt{q(x)})^2 dx \to 0$. Furthermore, if the network is completely dense in the sense that $1 - P_0 = 1 - Q_0 = 0$, a nonzero signal may still exist if $p(x)$ and $q(x)$ are different. Our results apply simultaneously to such dense and sparse settings. It is important to note that dense weighted networks arise in real-world settings, such as gene co-expression data.

We now provide informal statements of our main results:

**Theorem.** (Informal statement) Let $A$ be generated from a weighted SBM with parameters $(n, K, \beta, \sigma_0, P_0, Q_0, p(x), q(x))$. Under regularity conditions on the densities $p(x)$ and $q(x)$, any permutation equivariant estimator $\hat{\sigma}$ satisfies the lower bound

$$E_l(\hat{\sigma}(A), \sigma_0) \geq \exp\left(- (1 + o(1)) \frac{nI}{\beta K}\right).$$

**Theorem.** (Informal statement) Under regularity conditions on $p(x)$ and $q(x)$, there exists a permutation equivariant algorithm $\hat{\sigma}$ achieving the following misclustering error rate:

$$\lim_{n \to \infty} P\left(l(\hat{\sigma}(A), \sigma_0) \leq \exp\left(- (1 + o(1)) \frac{nI}{\beta K}\right)\right) \to 1.$$

Furthermore, if $\frac{nI}{\beta K \log n} \leq 1$, we have

$$E_l(\hat{\sigma}(A), \sigma_0) \leq \exp\left(- (1 + o(1)) \frac{nI}{\beta K}\right).$$

Taken together, the theorems imply that in the regime where $\frac{nI}{\beta K \log n} \leq 1$, the optimal risk is tightly characterized by the quantity $\exp\left(- (1 + o(1)) \frac{nI}{\beta K}\right)$. If $\frac{nI}{\beta K \log n} > 1$, we have $\exp\left(- (1 + o(1)) \frac{nI}{\beta K}\right) < \frac{1}{n}$ for large enough $n$, so $\lim_{n \to \infty} P\left(l(\hat{\sigma}(A), \sigma_0) = 0\right) \to 1$ (since $l(\hat{\sigma}(A), \sigma_0) < \frac{1}{n}$ implies $l(\hat{\sigma}(A), \sigma_0) = 0$). Thus, the regime where $\frac{nI}{\beta K \log n} > 1$ is in some sense an easier problem, since we can guarantee perfect recovery with high probability.

### 3.1. Relation to previous work.

Our result generalizes the work of Zhang and Zhou [42], which establishes the minimax rate of $\exp\left(- (1 + o(1)) \frac{nI_{Ber}}{\beta K}\right)$ for the unweighted SBM, where $I_{Ber} = \sqrt{pq} + \sqrt{(1 - p)(1 - q)}$. Note that if $P \sim \text{Bernoulli}(p)$ and $Q \sim \text{Bernoulli}(q)$, we have $I = I_{Ber}$. The optimal algorithm proposed in Zhang and Zhou [42] is intractable, but a computationally feasible...
feasible version was developed by Gao et al. [15]; the latter algorithm is a building block for the estimation algorithm proposed in this paper.

Our result should also be viewed in comparison to Yun and Proutiere [41], who studied the optimal risk for the heterogeneous labeled SBM with finitely many labels, with respect to a prior on the cluster assignment $\sigma_0$. They characterize the optimal rate under a notion of divergence that reduces to the Renyi divergence of order $\frac{1}{2}$ between two discrete distributions over a fixed finite number of labels in the homogeneous setting (cf. Lemma H.2). Since the discussion is somewhat technical, we provide a more detailed comparison of our work to the results of Yun and Proutiere in Section 6.1.

Jog and Loh [26] propose a similar weighted block model and show the exact recovery threshold to be dependent on Renyi divergence. They focus on the setting where the distributions are discrete and known whereas we consider continuous densities that are unknown. Finally, Aicher et al. [6] introduced a version of a weighted SBM that is a special case of the setting discussed in this paper, where the densities $P$ and $Q$ in equation (1) are drawn from a known exponential family. Notably, the definition of Aicher et al. [6] cannot incorporate sparsity. The weighted SBM model considered in Hajek et al. [21] is also similar to the one we propose in our paper, except it only involves a single community and assumes knowledge of the distributions $P$ and $Q$. Weighted networks have also received some attention in the physics community [35, 8] and various ad-hoc methods have been proposed; since theoretical properties are generally unknown, we do not explore these connections in our paper.

Other notions of recovery. A closely related problem is that of finding the exact recovery threshold. We say that the unweighted SBM has an exact recovery threshold if a function $\theta(p, q, n, K, \beta, \sigma_0)$ exists such that exact recovery is asymptotically almost always impossible if $\theta < 1$ and almost always possible if $\theta > 1$. For the homogeneous unweighted SBM, Abbe et al. [3] show that when $\beta = 1, K = 2, 1 - P_0 = \frac{a \log n}{n}$, and $1 - Q_0 = \frac{b \log n}{n}$ for some constants $a$ and $b$, the exact recovery threshold is $\sqrt{a} - \sqrt{b}$. This result was later generalized to multiple communities with heterogenous edge probabilities in Abbe and Sandon [4], where a notion of CH-divergence was shown to characterize the threshold for exact recovery. A notion of weak recovery, corresponding to a detection threshold, has also been considered [29, 33].

4. Estimation algorithm. A natural approach to community estimation is to estimate the edge weight densities $p(x)$ and $q(x)$, but this is hindered by the fact that we do not know whether an edge weight observation originates from $p(x)$ or $q(x)$. An alternative approach of applying spectral
clustering directly to the weighted adjacency matrix $A$ will be ineffective if $p(x)$ and $q(x)$ have the same mean and $P_0 = Q_0$, so $E(A)$ does not exhibit any cluster structure. A third idea is to output the clustering that maximizes the Kolmogorov-Smirnov distance (or another nonparametric two-sample test statistic) between the empirical CDFs of within-cluster edge weights and the between-cluster edge weights. This idea, though feasible, is computationally intractable, since it involves searching over all possible clusterings.

Our approach is appreciably different from the methods suggested above, and consists of combining the idea of discretization from nonparametric density estimation with clustering techniques for unweighted SBMs.

4.1. Outline of algorithm. We begin by outlining the main components of our algorithm. The key ideas are to convert the edge weights into a finite set of labels by discretization, and then cluster nodes on the labeled network.

1. Transformation & discretization. We take as input a weighted matrix $A$ and apply an invertible transformation function $\Phi : S \to [0, 1]$ (recall $S$ is the support of the edge weights and can be $[0, 1]$, $\mathbb{R}^+, \mathbb{R}$) to obtain a matrix $\Phi(A)$ with weights between 0 and 1. Next, we divide the interval $[0, 1]$ into $L$ equally-spaced subintervals. We replace the real-valued weight entries $\Phi(A)$ with a categorical label $l \in \{1, \ldots, L\}$. We denote the labeled adjacency matrix by $A_L$.

2. Add noise. For a fixed constant $c > 0$, let $\delta = \frac{cL}{n}$. We perform the following process on every edge of the labeled graph, independently of other edges: With probability $1 - \delta$, keep an edge as it is, and with probability $\delta$, erase the edge and replace it with an edge with label uniformly drawn from the set of $L$ labels. We continue to denote the modified adjacency matrix as $A_L$.

3. Initialization parts 1 & 2. For each label $l$, we create a sub-network by including only edges of label $l$. For each sub-network, we perform spectral clustering and output the label $l^*$ that induces the maximally separated spectral clustering. Let $A_{l^*}$ be the adjacency matrix for label $l^*$. For each $u \in \{1, \ldots, n\}$, we perform spectral clustering on $A_{l^*} \setminus \{u\}$, which denotes the adjacency matrix with vertex $u$ removed. We output $n$ clusterings $\tilde{\sigma}_1, \ldots, \tilde{\sigma}_n$.

4. Refinement & consensus. From each $\tilde{\sigma}_u$, we generate a clustering $\hat{\sigma}_u$ on $\{1, 2, \ldots, n\}$ that retains the assignments specified by $\tilde{\sigma}_u$ for $\{1, 2, \ldots, n\} \setminus \{u\}$, and assigns $\hat{\sigma}_u(u)$ by maximizing the likelihood taking into account only the neighborhood of $u$. We then align the cluster assignments made in the previous step.
Our algorithm is summarized pictorially in Figure 2:

![Algorithm Diagram](image)

**Fig 1. Pipeline for the our proposed algorithm**

4.2. **Transformation and discretization.** These two steps are straightforward: in the transformation step, we apply an invertible CDF $\Phi: S \rightarrow [0,1]$ as the transformation function on all edge weights, so each entry of $\Phi(A)$ lies in $[0,1]$. In the discretization step, we divide the interval $[0,1]$ into $L$ equally-spaced bins of the form $[a_l, b_l]$, where $a_1 = 0$, $b_L = 1$, and $b_l - a_l = \frac{1}{L}$. An edge is assigned the label $l$ if the weight of that edge lies in bin $l$.

**Algorithm 4.1 Transformation and Discretization**

**Input:** A weighted network $A$, a positive integer $L$, and an invertible function $\Phi : S \rightarrow [0,1]$.

**Output:** A labeled network $A_L$ with $L$ labels

Divide $[0,1]$ into $L$ bins, labeled $\text{bin}_1, \ldots, \text{bin}_L$.

for every edge $(u,v)$ do
  Let $l$ be the bin in which $\Phi(A_{uv})$ falls
  Give the edge $(u,v)$ the label $l$ in the labeled network $A_L$
end for

Output $A_L$

4.3. **Add noise.** This step is required for technical reasons. As detailed in the proof of Proposition 6.1 in Appendix A, deliberately forming a noisy version of the graph barely affects the separation between the distributions of within- and between-community edge labels, but has the desirable effect of ensuring that all edge labels occur with probability at least $\frac{c}{n}$. This property is crucial to our analysis in subsequent steps of the algorithm. In the description of the algorithm below, we treat the label 0 (i.e., an empty edge) as a separate label, so we have a network with $L + 1$ labels.

4.4. **Initialization.** The initialization procedure takes as input a network with edges labeled $\{1, \ldots, L\}$. The goal of the initialization procedure is
Algorithm 4.2 Add noise

Input: A labeled network $A_L$ with $L+1$ labels and a constant $c$
Output: A labeled network $A_L$ with $L+1$ labels

for every edge $(u,v)$ do
  With probability $1 - \frac{c(L+1)}{n}$, do nothing
  With probability $\frac{c(L+1)}{n}$, replace the edge label with a label drawn uniformly at random from \{0, 1, 2, \ldots, L\}
end for

Output $A_L$

to create a rough clustering $\tilde{\sigma}$ that is suboptimal but still consistent. As outlined in Algorithm 4.3, the rough clustering is based on a single label $l^*$, selected based on the maximum value of the estimated Renyi divergence between within-community and between-community distributions for the unweighted SBMs based on individual labels.

For technical reasons, we actually create $n$ separate rough clusterings $\{\tilde{\sigma}_u\}_{u=1,\ldots,n}$, where each $\tilde{\sigma}_u : [n-1] \rightarrow [K]$ is a clustering of a network of $n-1$ nodes where node $u$ has been removed. The clusterings $\{\tilde{\sigma}_u\}$ will later be combined into a single clustering algorithm.

Algorithm 4.3 Initialization

Input: A labeled network $A_L$ with $L$ labels
Output: A set of clusterings $\{\tilde{\sigma}_u\}_{u=1,\ldots,n}$, where $\tilde{\sigma}_u$ is a clustering on $\{1, 2, \ldots, n\} \setminus \{u\}$

1: Separate $A_L$ into $L$ networks $\{A_l\}_{l=1,\ldots,L}$ \hspace{1cm} \triangleright \text{Stage 1}
2: for each label $l$ do
3:  Compute $\bar{d} = \frac{1}{n} \sum_{u=1}^{n} d_u$ as the average degree
4:  Perform spectral clustering with $\tau = C_r \bar{d}$ and $\mu \geq C \beta$ to obtain $\tilde{\sigma}_l$, where $C$ and $C_r$ are appropriate large constants
5:  Estimate $\hat{P}_l = \frac{\sum_{u \neq v : \tilde{\sigma}(u) = \tilde{\sigma}(v)} (A_l)_{uv}}{\sum_{u \neq v : \tilde{\sigma}(u) = \tilde{\sigma}(v)}}$ and $\hat{Q}_l = \frac{\sum_{u \neq v : \tilde{\sigma}(u) \neq \tilde{\sigma}(v)} (A_l)_{uv}}{\sum_{u \neq v : \tilde{\sigma}(u) \neq \tilde{\sigma}(v)}}$
6:  $\hat{I}_l \leftarrow (\hat{P}_l - \hat{Q}_l)^2 \hat{P}_l \vee \hat{Q}_l$
7: end for
8: Choose $l^* = \arg \max_i \hat{I}_i$
9: for each node $u$ do \hspace{1cm} \triangleright \text{Stage 2}
10:  Create network $A_{l^*} \setminus \{u\}$ by removing node $u$ from $A_{l^*}$
11:  Perform spectral clustering on $A_{l^*} \setminus \{u\}$ to obtain $\tilde{\sigma}_u$
12: end for
13: Output the set of clusterings $\{\tilde{\sigma}_u\}_{u=1,\ldots,n}$

Spectral clustering. Note that Algorithm 4.3 involves several applications of spectral clustering. We describe the spectral clustering algorithm used as a subroutine in Algorithm 4.4 below. Importantly, note that we may always choose the parameter $\mu$ sufficiently large such that Algo-
Algorithm 4.4 Spectral Clustering

**Input:** An unweighted network $A$, trim threshold $\tau$, number of communities $K$, tuning parameter $\mu$

**Output:** A clustering $\sigma$

1: For each node $u$ whose degree $d_u \geq \tau$, set $A_{uv} = 0$ to get $T_\tau(A)$
2: Let $\hat{A}$ be the best rank-$K$ approximation to $T_\tau(A)$ in spectral norm
3: For each node $u$, define the neighbor set $N(u) = \{v : \|\hat{A}_{uv} - \hat{A}_{uv}\|_2^2 \leq \mu K^2 \frac{d}{n}\}$
4: Initialize $S \leftarrow 0$
5: Select node $u$ with the most neighbors and add $u$ into $S$ as $S[1]$
6: for $i = 2, \ldots, K$ do
7: Among all $u$ such that $|N(u)| \geq \frac{\mu}{\sqrt{K}}$, select $u^* = \arg \max_u \min_{v \in S} \|\hat{A}_{uv} - \hat{A}_{uv}\|_2$
8: Add $u^*$ into $S$ as $S[i]$
9: end for
10: for $u = 1, \ldots, n$ do
11: Take $\arg \min_i \|\hat{A}_{uv} - \hat{A}_{S[i]}\|_2$ and assign $\sigma(u) = i$
12: end for

4.5. Refinement and consensus. This step parallels Gao et al. [15]. In the refinement step, we use the set of initial clusterings $\{\tilde{\sigma}_u\}_{u=1,\ldots,n}$ to generate a more accurate clustering for the labeled network by locally maximizing an approximate log-likelihood for each node $u$. The consensus step then resolves a cluster label consistency problem arising after the refinement stage.

Algorithm 4.5 Refinement

**Input:** A labeled network $A_L$ and a set of clusterings $\{\tilde{\sigma}_u\}_{u=1,\ldots,n}$, where $\tilde{\sigma}_u$ is a clustering on the set $\{1,2,\ldots,n\} \setminus \{u\}$ for each $u$

**Output:** a clustering $\hat{\sigma}$ over the whole network

1: for each node $u$ do
2: Estimate $\{\hat{P}_l, \hat{Q}_l\}_{l=0,\ldots,L}$ from $\tilde{\sigma}_u$
3: Let $\hat{\sigma}_u : [n] \rightarrow [K]$ where $\hat{\sigma}_u(v) = \tilde{\sigma}_u(v)$ for all $v \neq u$ and

$$\hat{\sigma}_u(u) = \arg \max_k \sum_{v : \tilde{\sigma}_u(v) = k, v \neq u} \sum_l \log \frac{\hat{P}_l}{\hat{Q}_l} 1(A_{uv} = l)$$
4: end for
5: Let $\hat{\sigma}(1) = \hat{\sigma}_1(1)$ ▶ Consensus Stage
6: for each node $u \neq 1$ do
7: $\hat{\sigma}(u) = \arg \max_k |\{v : \hat{\sigma}_1(v) = k\} \cap \{v : \hat{\sigma}_u(v) = \hat{\sigma}_u(u)\}|$
8: end for
9: Output $\hat{\sigma}$
5. Optimal misclustering error. We now provide formal statements of our results. For clarity, we explicitly use a subscript to denote all quantities that vary with \( n \). The following assumption states that the probability of within-community edges has the same order as the probability of between-community edges and is standard in the unweighted SBM literature.

**Assumption A0:** There exists an absolute constant \( c_0 > 0 \) such that \( \frac{1}{c_0} \leq 1 - P_{0,n} \leq c_0 \). If \( P_{0,n} \vee Q_{0,n} > 0 \), we also assume \( \frac{1}{c_0} \leq P_{0,n} Q_{0,n} \leq c_0 \).

Let \( \mathcal{P} \) be the set of all densities on \( S \) and let

\[
(\mathcal{P} \times \mathcal{P})^\infty := \left\{ (p_n,q_n)_{n \geq 1} : p_n,q_n \geq 0, \int_S p_n d\lambda = \int_S q_n d\lambda = 1 \right\},
\]

where \( \lambda \) denotes the Lebesgue measure. Our conditions on \( p_n \) and \( q_n \) define a subset of \( (\mathcal{P} \times \mathcal{P})^\infty \), which we formally describe in the next two subsections.

5.1. Upper Bound. We begin by stating a condition on the function \( \Phi \).

**Definition 5.1.** Let \( S \) be \([0,1]\), \( \mathbb{R} \), or \( \mathbb{R}^+ \). We say that \( \Phi : S \to [0,1] \) is a transformation function if it is a differentiable bijection and \( \phi = \Phi' \) satisfies (a) \( \int_S \phi(x)^s dx < \infty \) for any \( 0 < s < 1 \), and (b) \( \left| \frac{\phi'(x)}{\phi(x)} \right| < \infty \).

For \( S = [0,1] \), we always take \( \Phi \) to be the identity. For \( S = \mathbb{R} \) or \( \mathbb{R}^+ \), the function \( \Phi \) must be chosen so that \( \phi \) has all finite moments in order satisfy (a) and a subexponential tail in order to satisfy (b). However, the specific choice of \( \Phi \) is not crucial. We will use the following definitions:

\[
\phi(x) = \frac{e^{1-\sqrt{x+1}}}{4} \text{ if } S = \mathbb{R}^+, \quad \phi(x) = \frac{e^{1-\sqrt{|x|+1}}}{8} \text{ if } S = \mathbb{R}.
\]

The expressions are similar to a generalized normal density, modified so that \( \left| \frac{\phi'(x)}{\phi(x)} \right| \) is bounded. It is easy to verify that \( \Phi(x) = \int_0^x \phi(t) dt \) (respectively, \( \Phi(x) = \int_{-\infty}^x \phi(t) dt \)) is a valid transformation function.

The function \( \Phi \) induces a probability measure on \( S \), and we let \( \Phi\{\cdot\} \) denote the \( \Phi \)-measure of a set. The next definition is a shape constraint, which appears in our regularity conditions and ensures that we do not lose too much information through discretization.

**Definition 5.2.** We say that a nonnegative function \( f(x) \) is \((c_{s_1},c_{s_2},C_s)\)-bowl-shaped if \( f(x) \) is nonincreasing for all \( x \leq c_{s_1} \), nondecreasing for all \( x \geq c_{s_2} \), and bounded by \( C_s \) for all \( x \in [c_{s_1},c_{s_2}] \).
Let $H_n = \int_S (\sqrt{p_n(x)} - \sqrt{q_n(x)})^2 dx$ be the Hellinger distance between the edge weight densities $p_n(x), q_n(x)$. We have different conditions depending on whether $H_n = \Theta(1)$ or $H_n = o(1)$; when $H_n = \Theta(1)$, the regularity conditions are straightforward but when $H_n = o(1)$, the conditions become more complicated. Intuitively, this is because when $|p_n - q_n| \to 0$, we need additional conditions to ensure that $|p_n' - q_n'| \to 0$ at the same rate. The same algorithm applies to both these cases however.

5.1.1. The case $H_n = \Theta(1)$. In this case, which encompasses the sparse graph setting where $P_0, Q_0 \to 0$ very quickly, the densities $p_n(x)$ and $q_n(x)$ do not tend to each other. Let $G^{\text{upper}}_\Phi \subset (\mathcal{P} \times \mathcal{P})^\infty$ be the sequences of densities satisfying $H_n = \Theta(1)$, as well as the following regularity conditions:

- **A1** $p_n(x), q_n(x) > 0$ on the interior of $S$, $\sup_{n,x} \{p_n(x) \vee q_n(x)\} < \infty$, and $\sup_{n,x} \left\{\frac{p_n(x) \vee q_n(x)}{\phi(x)}\right\} < \infty$.

- **A2** $\sup_n \int_S \left|\log \frac{p_n(x)}{q_n(x)}\right|^r \phi(x) dx < \infty$ for an absolute constant $r > 4$.

- **A3** There exists a function $h_n(x)$ such that
  
  - (a) $h_n(x) \geq \max \left\{\frac{q_n(x)}{q_0(x)}, \frac{p_n(x)}{p_0(x)}\right\}$,
  
  - (b) $h_n(x)$ is $(c_{s1}, c_{s2}, C_s)$-bowl-shaped for some absolute constants $c_{s1}, c_{s2}$, and $C_s$,

  - (c) For some constant $t$ such that $\frac{4}{t} < 2t < 1$, we have

    $\sup_n \int_S |h_n(x)|^{2t} \phi(x) dx < \infty$.

- **A4** $(\log p_n)'(x), (\log q_n)'(x) \geq (\log \phi)'(x)$ for all $x < c_{s1}$, and $(\log p_n)'(x), (\log q_n)'(c_{s2}) \leq (\log \phi)'(x)$ for all $x > c_{s2}$.

Note that we allow $c_{s1} = 0$ when $S = \mathbb{R}^+$, and we allow $c_{s1} = 0$ and $c_{s1} = 1$ when $S = [0, 1]$. The above conditions depend on the choice of $\Phi$, but it generally suffices to choose $\Phi$ such that its derivative $\phi$ as a heavy-tailed density where all moments exist. In particular, we show in Section 5.1.5 that choosing $\Phi$ according to equations (3) allows $G^{\text{upper}}_\Phi$ to encompass Gaussian, Laplace, and other broad classes of densities. We then have our upper bound:

**Theorem 5.1.** Suppose $I_n \to 0$ and $nI_n \to \infty$. Let $\hat{\sigma}$ be the algorithm described in Section 4 with transformation function $\Phi$ and discretization level $L_n$ chosen such that $L_n \to \infty$ and $\frac{nI_n}{L_n \exp(L_n^{1/r})} \to \infty$. Suppose $P_{0,n}$ and $Q_{0,n}$ satisfy Assumption A0 and $(p_n(x), q_n(x))_n \in G^{\text{upper}}_\Phi$. Then

$$\lim_{n \to \infty} P \left\{ l(\hat{\sigma}(A), \sigma_0) \leq \exp \left( -\frac{nI_n}{\beta K} (1 + o(1)) \right) \right\} \to 1.$$
Furthermore, if \( \frac{nI}{\beta K \log n} \leq 1 \), we have

\[
\mathbb{E}l(\hat{\sigma}(A), \sigma_0) \leq \exp\left(-\frac{nI_n}{\beta K(1+o(1))}\right).
\]

For the proof of Theorem 5.1, see Appendix F.2. Since \( nI_n \to \infty \), it is always possible to choose \( L_n \to \infty \) satisfying the conditions of the theorem.

5.1.2. The case \( H_n = o(1) \). In this case, the densities \( p_n(x) \) and \( q_n(x) \) converge to each other, encompassing the setting of completely dense graphs where \( P_0 = Q_0 = 0 \). Let \( \mathcal{G}_\Phi^{\text{upper}} \subseteq (\mathcal{P} \times \mathcal{P})^\infty \) be the sequences of densities satisfying \( H_n = o(1) \), as well as the following regularity conditions:

A1' \( p_n(x), q_n(x) > 0 \) on the interior of \( S \), \( \sup_{n,x} \{ p_n(x) \vee q_n(x) \} < \infty \), and \( \sup_{n,x} \left\{ \frac{p_n(x) \vee q_n(x)}{\phi(x)} \right\} < \infty \).

A2' There exists an absolute constant \( \rho \) and subintervals \( R_n \subseteq S \) such that

(a) \( \frac{1}{\rho} \leq \frac{p_n(x)}{q_n(x)} \leq \rho \) for \( x \in R_n \), and

(b) \( \Phi\{R_n\} = o(H_n) \) where \( R_n^c \equiv S \setminus R_n \).

A3' Denoting \( \alpha_n^2 = \int_{R_n} q_n(x) \left( \frac{p_n(x) - q_n(x)}{q_n(x)} \right)^2 \, dx \) and \( \gamma_n(x) = \frac{q_n(x) - p_n(x)}{\alpha_n} \), there exists an absolute constant \( r > 4 \) such that

\[
\sup_n \int_{R_n} q_n(x) \left| \frac{\gamma_n(x)}{q_n(x)} \right|^r \, dx < \infty.
\]

A4' There exists a function \( h(x) \) such that

(a) \( h_n(x) \geq \max \left\{ \left| \frac{\gamma_n(x)}{q_n(x)} \right|, \left| \frac{q_n'(x)}{q_n(x)} \right|, \left| \frac{\gamma_n(x)}{q_n(x)} \right| \right\} \).

(b) \( h_n(x) \) is \( (c_{s1}, c_{s2}, C_s) \)-bowl-shaped for absolute constants \( c_{s1}, c_{s2} \), and \( C_s \), and

(c) for an absolute constant \( t \) where \( \frac{4}{t} < 2t < 1 \), we have

\[
\sup_n \int_{R_n} |h_n(x)|^{2t} \phi(x) \, dx < \infty.
\]

A5' \( (\log p_n)'(x), (\log q_n)'(x) \geq (\log \phi)'(x) \) for all \( x \leq c_{s1} \), and

(\( (\log p_n)'(x), (\log q_n)'(x) \leq (\log \phi)'(x) \) for all \( x \geq c_{s2} \).

Again, we allow \( c_{s1} = 0 \) when \( S = \mathbb{R}^+ \), and we allow \( c_{s1} = 0 \) and \( c_{s1} = 1 \) when \( S = [0, 1] \). We have the following result:
Theorem 5.2. Suppose $I_n \to 0$ and $nI_n \to \infty$. Let $\hat{\sigma}$ be the algorithm described in Section 4 with transformation $\Phi$ and discretization level $L_n$ chosen such that $L_n \to \infty$, $L_n = o(\frac{1}{nI_n})$, and $L_n = o(nI_n)$. Suppose $P_{0,n}$ and $Q_{0,n}$ satisfy Assumption A0 and $(p_n(x), q_n(x))_n \in \mathcal{G}_\Phi^{\text{upper}}$. Then

$$\lim_{n \to \infty} P \left\{ l(\hat{\sigma}(A), \sigma_0) \leq \exp \left( -\frac{nI_n}{\beta K} (1 + o(1)) \right) \right\} \to 1.$$ 

Furthermore, if $\frac{nI_n}{\beta K \log n} \leq 1$, we have

$$\mathbb{E} l(\hat{\sigma}(A), \sigma_0) \leq \exp \left( -\frac{nI_n}{\beta K} (1 + o(1)) \right).$$

The proof of Theorem 5.2 is outlined in Appendix F.1. Again, we note that because $\frac{1}{nI_n}$ and $nI_n$ both diverge by assumption, it is always possible to choose a sequence $L_n \to \infty$ satisfying the conditions of the theorem.

5.1.3. Additional discussion of conditions. It is crucial to note that our algorithm does not require prior knowledge of the form of $p_n(x)$ and $q_n(x)$; the same algorithm and guarantees apply so long as $(p_n(x), q_n(x))_n \in \mathcal{G}_\Phi^{\text{upper}}$ or $(p_n(x), q_n(x))_n \in \mathcal{G}_\Phi^{\text{upper}'}$. To aid the reader, we now provide a brief, non-technical interpretation of the regularity conditions described above.

Condition A1 is simple; the last part states that $\phi$ must have a tail at least as heavy as that of $p_n(x)$ and $q_n(x)$. Condition A2 requires the likelihood ratio to be integrable. It is analogous to a bounded likelihood ratio condition, but much weaker. Condition A3 controls the smoothness of the derivatives of $\log p_n(x)$ and $\log q_n(x)$. We add a mild bowl-shape constraint for technical reasons related to the analysis of binning. Condition A4 is a mild shape constraint on $p_n(x)$ and $q_n(x)$. When $S = \mathbb{R}$, this condition essentially requires $p_n$ and $q_n$ to be monotonically increasing in $x$ for $x \to -\infty$, and decreasing in $x$ for $x \to \infty$.

An analogous interpretation may be used to describe the conditions A1’–A5’. However, we pay additional attention to A2’–A4’: In condition A2’, we require the likelihood ratio $\frac{p_n(x)}{q_n(x)}$ to be bounded except on a set of diminishing $\Phi$-measure. Combined with the assumption $H_n \to 0$, this allows us to say that the $\chi^2$-distance between $p_n$ and $q_n$, denoted by $\alpha_n$, converges to 0. In condition A3’, since $\alpha_n \to 0$, the function $\gamma_n(x)$ is of constant order in the sense that $\int_S q_n(x) \left( \frac{\gamma_n(x)}{q_n(x)} \right)^2 dx = 1$. Requirements on $\gamma_n(x)$ translate into convergence statements on $|p_n - q_n|$: For instance, an $L_\infty$-bound on $\gamma_n$ implies almost uniform convergence (with respect to $\Phi$) of $|p_n - q_n|$ to 0. The integrability condition we impose on $\gamma_n(x)$ in condition A3’ is analogous to
an $L_\infty$-bound, but much weaker. Condition A4’, in imposing an integrability condition on $\gamma_n'(x)$, intuitively requires $|p_n' - q_n'| \to 0$, as well.

5.1.4. Examples for $S = [0,1]$. When $S = [0,1]$, we always take $\Phi$ to be the identity—we do not need a transformation, but we keep the same notation in order to present our results in a unified manner. When $H_n = \Theta(1)$, the simplest example of $p_n(x)$ and $q_n(x)$ that satisfy conditions A1–A4 is when $p_n(x)$ and $q_n(x)$ are bounded away from 0 and $\infty$, uniformly in $x$, and $|p_n'(x)|$ and $|q_n'(x)|$ are also bounded uniformly in $n$. However, A1–A4 allow $p_n$ and $q_n$ to be 0 and $p_n'$ and $q_n'$ to be $\infty$ at the boundary points $\{0,1\}$. When $H_n = o(1)$, the densities $p_n$ and $q_n$ satisfy A1’–A5’ if they satisfy the boundedness conditions described above and $x \mapsto \frac{p_n(x) - q_n(x)}{\|p_n - q_n\|_2}$ is uniformly bounded away from 0 and $\infty$ and has uniformly bounded first derivative.

5.1.5. Examples for $S = \mathbb{R}$ or $\mathbb{R}^+$. We begin with a proposition that allows us to generate large classes of examples. Let $f_\theta : S \to \mathbb{R}$ be a class of function indexed by a parameter vector $\theta \in \Theta \subseteq \mathbb{R}^d$. Suppose $\Theta$ is compact and the class $\{f_\theta\}_{\theta \in \Theta}$ satisfies the following conditions with respect to $\Phi$:

B1 $\exp(f_\theta(x))$ is a density for all $\theta$ and $\inf_{\theta,x} \{\log \phi(x) - f_\theta(x)\} > -\infty$.

B2 The Fisher information matrix

$$G_\theta := \int_S \nabla f_\theta(x)/(\nabla f_\theta(x))^T \exp(f_\theta(x)) dx$$

is full-rank: $0 < c_{\min} < \inf_{\theta \in \Theta} \lambda_{\min}(G_\theta) \leq \sup_{\theta \in \Theta} \lambda_{\max}(G_\theta) < c_{\max} < \infty$,

for absolute constants $c_{\min}$ and $c_{\max}$.

B3 There exist functions $g_1(x) \geq \sup_{\theta \in \Theta} \|\nabla f_\theta(x)\|$ and $g_2,\theta(x) \geq \max \{\|\nabla f_\theta'(x)\|, |f_\theta'(x)|\}$ such that $g_1$ and $g_2,\theta$ are $(c_{s_1},c_{s_2},C_s)$-bowl-shaped, and

$$\int_S g_1(x)^t \phi(x) dx < \infty, \text{ and } \sup_{\theta \in \Theta} \int_S g_2,\theta(x)^t \phi(x) dx < \infty,$$

where $t$ and $r$ are constants satisfying $\frac{8}{r} \leq 4t < 1$.

B4 $\inf_{\theta \in \Theta} f_\theta'(x) \geq (\log \phi)'(x)$ for all $x \leq c_{s_1}$, and $\sup_{\theta \in \Theta} f_\theta'(x) \leq (\log \phi)'(x)$ for all $x \geq c_{s_2}$.

We then have the following result:

**Proposition 5.1.** Let $\{f_\theta\}_{\theta \in \Theta}$ be a class of functions that satisfy Assumptions B1–B5 with respect to a transformation function $\Phi$. Let $\theta_{1,n}, \theta_{0,n}$ be two sequences of parameters in $\Theta$. Let $p_n(x) = \exp(f_{\theta_{1,n}}(x))$ and $q_n(x) = \exp(f_{\theta_{0,n}}(x))$. Then
where $f$ equation then implies that $p$ families. The above assumptions on $f$ absolute constants $C$ as longing to $G$ and choose the transformation function as in equations (3). Details are provided in Appendix G.

**Example 5.1** (Location-scale family over $\mathbb{R}$). Let $\exp(f(x))$ be a positive base density over $\mathbb{R}$. Define $\theta = (\mu, \sigma)$ and $\Theta = [-C_\mu, C_\mu] \times \left[ \frac{1}{C_\sigma}, c_\sigma \right]$ for some absolute constants $C_\mu$ and $c_\sigma$, and let $f_\theta = f \left( \frac{x - \mu_\theta}{\sigma_\theta} \right) - \log \sigma$. If

(a) $|f^{(k)}(x)|$ is bounded for some $k \geq 2$, and
(b) there exist absolute constants $c$ and $M$ such that $f'(x) > M$ for $x < -c$ and $f'(x) < -M$ for $x > c$,

then $\{f_\theta\}_{\theta \in \Theta}$ satisfy Assumptions B1–B4 when $\phi$ is chosen according to equation (3). For a sequence $\{(\mu_{1,n}, \sigma_{1,n}),(\mu_{0,n}, \sigma_{0,n})\}_n \subset (\Theta \times \Theta)\infty$, define

$$p_n(x) = \frac{1}{\sigma_{1,n}} \exp \left( f \left( \frac{x - \mu_{1,n}}{\sigma_{1,n}} \right) \right), \text{ and } q_n(x) = \frac{1}{\sigma_{0,n}} \exp \left( f \left( \frac{x - \mu_{0,n}}{\sigma_{0,n}} \right) \right),$$

where $f$ satisfies assumptions (a) and (b) above.

As a direct consequence of Proposition 5.1, we have the following:

(i) if $|\mu_{1,n} - \mu_{0,n}| + |\sigma_{1,n} - \sigma_{0,n}| = \Theta(1)$, then $(p_n, q_n)_n \in G^{upper}_\Phi$;
(ii) if $|\mu_{1,n} - \mu_{0,n}| + |\sigma_{1,n} - \sigma_{0,n}| = o(1)$, then $(p_n, q_n)_n \in G^{upper}_\Phi$.

The above assumptions on $f(x)$ are satisfied for **Gaussian location-scale families**, where the base density is the standard Gaussian density with $f(x) = -x^2 - \frac{1}{2} \log 2\pi$, and **Laplace location-scale families**, where the base density is the standard Laplace density with $f(x) = -|x| - \log 2$.

We emphasize that we make no assumption on any separation between $\mu_{1,n}$ and $\mu_{0,n}$: Our results apply even when $\mu_{1,n} = \mu_{0,n}$ for all $n$, which implies that $p_n(x)$ and $q_n(x)$ have the same mean.

**Example 5.2** (Scale family over $\mathbb{R}^+$). If the base density $\exp(f(x))$ is supported and positive on $\mathbb{R}^+$, we can define a scale family parametrized by $\sigma$ as $\exp(f(\frac{x}{\sigma}))$. Let $\theta = (\sigma)$ and $\Theta = \left[ \frac{1}{c_\sigma}, c_\sigma \right]$ for some absolute constant $c_\sigma$, and let $f_\theta = f \left( \frac{x}{\sigma} \right) - \log \sigma$. Again, if $f(x)$ satisfies conditions

(a) $|f^{(k)}(x)|$ is bounded for some $k \geq 2$, and
(b) there exist absolute constants $c > 0$ and $M$ such that $f'(x) < -M$ for $x > c$, then $(p_n, q_n)_n \in G^{upper}_\Phi$. 


then \( \{f_\theta \}_{\theta \in \Theta} \) satisfies Assumptions B1–B4, when \( \phi \) is chosen according to equation (3). For a sequence \( \{\sigma_{1,n}, \sigma_{0,n}\}_n \subset (\Theta \times \Theta)^\infty \), define

\[
p_n(x) = \frac{1}{\sigma_{1,n}} \exp \left( f \left( \frac{x}{\sigma_{1,n}} \right) \right), \quad \text{and} \quad q_n(x) = \frac{1}{\sigma_{0,n}} \exp \left( f \left( \frac{x}{\sigma_{0,n}} \right) \right).
\]

As a direct consequence of Proposition 5.1, we have the following:

(i) if \( |\sigma_{1,n} - \sigma_{0,n}| = \Theta(1) \), then \( (p_n, q_n)_n \in G_{\Phi}^{upper} \); 
(ii) if \( |\sigma_{1,n} - \sigma_{0,n}| = o(1) \), then \( (p_n, q_n)_n \in G_{\Phi}^{lower} \).

An example of a function \( f \) that satisfies condition (a) and (b) is \( f(x) = -x \), which forms the base density of the **exponential distributions**.

We end this section with the family of Gamma distributions on \( \mathbb{R}^+ \), which falls outside the above example but still satisfies Assumptions B1–B4.

**Example 5.3 (Gamma distribution).** Let \( \theta = (\alpha, \beta) \) and \( \Theta = [\frac{1}{C}, C]^2 \) for some absolute constant \( C \), and let

\[
f_\theta(x) = (\alpha - 1) \log x - \beta x + \alpha \log \beta - \log \Gamma(\alpha),
\]

where \( \Gamma(\cdot) \) is the Gamma function. If we choose \( \phi \) as in equation (3), then \( \{f_\theta \}_{\theta \in \Theta} \) satisfies Assumptions B1–B4.

For a sequence \( \{(\alpha_{1,n}, \beta_{1,n}), (\alpha_{0,n}, \beta_{0,n})\}_n \subset (\Theta \times \Theta)^\infty \), let

\[
p_n(x) = \frac{\beta_{1,n}^{\alpha_{1,n}}}{\Gamma(\alpha_{1,n})} x^{\alpha_{1,n}-1} e^{-\beta_{1,n}x}, \quad \text{and} \quad q_n(x) = \frac{\beta_{0,n}^{\alpha_{0,n}}}{\Gamma(\alpha_{0,n})} x^{\alpha_{0,n}-1} e^{-\beta_{0,n}x},
\]

defined over \( \mathbb{R}^+ \). As a consequence of Proposition 5.1, we have the following:

(i) if \( |\alpha_{1,n} - \alpha_{0,n}| + |\beta_{1,n} - \beta_{0,n}| = \Theta(1) \), then \( (p_n, q_n)_n \in G_{\Phi}^{upper} \); 
(ii) if \( |\alpha_{1,n} - \alpha_{0,n}| + |\beta_{1,n} - \beta_{0,n}| = o(1) \), then \( (p_n, q_n)_n \in G_{\Phi}^{lower} \).

Note that our results apply even when \( \frac{\alpha_{1,n}}{\beta_{1,n}} = \frac{\alpha_{0,n}}{\beta_{0,n}} \) for all \( n \), implying that \( p_n(x) \) and \( q_n(x) \) have the same mean.

5.2. **Lower bound.** As with the upper bound analysis, the condition required for our lower bound depends on whether \( H_n = o(1) \) or \( H_n = \Theta(1) \). We capture these conditions by defining the sets \( G_{\Phi}^{lower} \) and \( G_{\Phi}^{lower} \). Let \( G_{\Phi}^{lower} \subset (\mathcal{P} \times \mathcal{P})^\infty \) denote the set of sequences such that \( H_n = \Theta(1) \) and

\[
\sup_n \int_S p_n(x) \left| \log \frac{p_n(x)}{q_n(x)} \right|^2 \, dx < \infty, \quad \text{and} \quad \sup_n \int_S q_n(x) \left| \log \frac{p_n(x)}{q_n(x)} \right|^2 \, dx < \infty.
\]
A comparison of these conditions with Assumptions A1’–A4’ shows that $G_{\Phi}^{lower} \supseteq G_{\Phi}^{upper}$ for any $\Phi$, since by Assumption A1’, $\left| \log \frac{p_n(x)}{q_n(x)} \right|^2$ must be integrable with respect to $\phi(x)$.

When $H_n = o(1)$, we impose a much stronger condition on $p_n$ and $q_n$—we require the likelihood ratio to be bounded. Define $G_{lower}^{\prime} \subset (P \times P)^\infty$ to be the set of sequences satisfying $H_n = o(1)$ and $\sup_{n,x} \left| \log \frac{p_n(x)}{q_n(x)} \right| < \infty$. The bounded likelihood ratio condition that defines $G_{lower}^{\prime}$ is generally more restrictive than Assumptions A1–A5. However, $G_{lower}^{\prime}$ still has significant overlap with $G_{\Phi}^{upper}$ for $\Phi$ defined as in equations (3).

**Theorem 5.3.** Suppose we have $K$ clusters, of which at least one has size $n^{\beta K}$ and at least one has size $n^{\beta K} + 1$. Let $\sigma_0$ denote the true clustering. Suppose $I_n \to 0$ and $P_{0,n}$ and $Q_{0,n}$ satisfy Assumption A0, and let $(p_n(x), q_n(x))$ be a sequence of densities either in $G_{lower}$ or in $G_{lower}^{\prime}$. Then any permutation equivariant algorithm $\hat{\sigma}$ satisfies the following:

(i) If $nI_n \to \infty$, then $E(l(\hat{\sigma}(A), \sigma_0) \geq \exp \left( -(1 + o(1)) \frac{nI_n}{n^{\beta K}} \right)$.

(ii) If $\sup_n nI_n < \infty$, then $\liminf_{n \to \infty} E(l(\hat{\sigma}(A), \sigma_0) > 0$.

Theorem 5.3 shows that if $nI_n \to \infty$, the misclustering risk of any permutation equivariant algorithm is at least $\exp \left( -(1 + o(1)) \frac{nI_n}{n^{\beta K}} \right)$. If $nI_n = O(1)$, any permutation invariant algorithm is inconsistent.

**Remark 5.1.** Rather than being a minimax lower bound involving a supremum over a parameter space, Theorem 5.3 applies to any collection of parameters $(p_n(x), q_n(x), P_0, Q_0, K, \beta, \sigma_0)$ that satisfy the assumptions. This is possible because the permutation equivariance condition excludes the trivial case where $\hat{\sigma} = \sigma_0$.

**Proof sketch of Theorem 5.3.** The full proof of the theorem is provided in Appendix H; we highlight key points here. Although the proof is inspired by the work from Yun and Proutiere [41] and Zhang and Zhou [42], it contains significant novel elements: For instance, our result holds for any parameters in the parameter space, rather than adopting a minimax framework or assuming a prior on $\sigma_0$.

We first formalize what it means for a node to be *misclustered*. Let $S_K[\hat{\sigma}(A), \sigma_0] := \arg \min_{\rho \in S_K} d_H(\rho \circ \hat{\sigma}(A), \sigma_0)$.

It is straightforward to define a set of misclustered nodes when $S_K[\hat{\sigma}(A), \sigma_0]$ is a singleton, but we must be more careful when $S_K[\hat{\sigma}(A), \sigma_0]$ contains
multiple elements. We define the set of misclustered nodes as

\[
\mathcal{E}(\hat{\sigma}(A), \sigma_0) := \left\{ v : (\rho \circ \hat{\sigma}(A))(v) \neq \sigma_0(v), \text{ for some } \rho \in S_K[\hat{\sigma}(A), \sigma_0] \right\}.
\]

To see an example of the subtlety that arises when \( S_K[\hat{\sigma}(A), \sigma_0] \) is not a singleton, note that the “for some \( \rho \in S_K[\hat{\sigma}(A), \sigma_0] \)” qualifier in the definition of \( \mathcal{E}(\hat{\sigma}(A), \sigma_0) \) cannot be replaced with “for all \( \rho \in S_K[\hat{\sigma}(A), \sigma_0] \).” Otherwise, in the case where the clusters in \( \sigma_0 \) all have the same size, and where \( \hat{\sigma}(A) \) is a trivial algorithm that maps all nodes to cluster 1, the set \( S_K[\hat{\sigma}(A), \sigma_0] \) equals \( S_K \) and \( \mathcal{E}(\hat{\sigma}(A), \sigma_0) \) would be empty.

The definition of \( \mathcal{E}(\hat{\sigma}(A), \sigma_0) \) allows us to formalize certain symmetry properties of permutation equivariant estimators. For example, if \( A \) is distributed according to a weighted SBM with \( \sigma_0 \) as the true cluster assignment, and if nodes \( u \) and \( v \) lie in clusters of equal sizes, then \( P(u \in \mathcal{E}(\hat{\sigma}(A), \sigma_0)) = P(v \in \mathcal{E}(\hat{\sigma}(A), \sigma_0)) \) for any permutation equivariant \( \hat{\sigma} \) (cf. Corollary H.1). Without loss of generality, let cluster 1 and 2 be the clusters in \( \sigma_0 \) that have sizes \( \frac{n}{2K} + 1 \) and \( \frac{n}{2K} \), respectively, and let node 1 belong to cluster 1. Let \( \sigma^* \) be a random cluster assignment where \( \sigma^*(u) = \sigma_0(u) \) for all \( u \neq 1 \), and \( \sigma^*(1) = 1 \) or \( 2 \) with probability \( \frac{1}{2} \) each. Let \( P_{SBM}(A \mid \sigma^*) \) denote the distribution on \( A \) induced by the random cluster assignment \( \sigma^* \). We perturb \( P_{SBM}(A \mid \sigma^*) \) to define a new distribution \( P_{\Phi}(A) \), where under \( P_{\Phi} \), the \( A_{uv} \)’s are independent; and if \( u = 1 \) and \( v \) is in cluster 1 or 2, then \( A_{uv} \) is distributed according to a new probability measure \( Y^* \) instead of \( P \) or \( Q \). If \( u \neq 1 \) or if \( v \) is not in cluster 1 or 2, then \( A_{uv} \) is distributed according to \( P_{SBM}(A \mid \sigma^*) \).

\( Y^* \) is the arginf of \( \max \left\{ \int_S \log \frac{dY_1}{dY} dY, \int_S \log \frac{dY_2}{dY} dY \right\} \) and is constructed to be similar to both \( P \) and \( Q \) (cf. Lemma H.2).

Under \( P_{\Phi}(A) \), we can show it is impossible to consistently cluster node 1 with respect to \( \sigma^* \) as the true cluster assignment. We then use the fact that \( P_{\Phi}(A) \) and \( P_{SBM}(A \mid \sigma^*) \) have similar likelihood to deduce the difficulty of correctly clustering node 1 under \( P_{SBM}(A \mid \sigma^*) \). Permutation equivariance translates this to a result on the number of misclustered nodes. Finally, we finish the proof by using permutation equivariance again to say that the misclustering error is the same regardless of whether \( \sigma^*(1) = 1 \) or \( \sigma^*(1) = 2 \).

5.3. Adaptivity. Theorem 5.3, in conjunction with Theorems 5.1 and 5.2, directly implies the following corollary:

**Corollary 5.1.** Let \( \mathcal{F}_{p.e.} \) be the class of permutation equivariant estimators. Suppose \( P_{0,n} \) and \( Q_{0,n} \) satisfy Assumption A0 and \( \{(p_n, q_n)\}_{n} \in \mathcal{G}_{\Phi}^{upper} \cap \mathcal{G}_{\Phi}^{lower} \) or \( \mathcal{G}_{\Phi}^{upper} \cap \mathcal{G}_{\Phi}^{lower} \), for some transformation function \( \Phi \). Sup-
pose we have \( K \) clusters, at least one of which has size \( \frac{n}{\beta K} \) and at least one of which has size \( \frac{n}{\beta K} + 1 \). Suppose \( n \to \infty \).

(i) If \( \frac{nI_n}{\beta K \log n} \leq 1 \) and \( nI_n \to \infty \), then

\[
\inf_{\hat{\sigma} \in F_{p.e.}} E\ell(\hat{\sigma}(A), \sigma_0) = \exp \left( -\frac{1}{2} \frac{(nI_n/n)^2}{\beta K} \right).
\]

(ii) If \( \lim \inf_{n \to \infty} \frac{nI_n}{\beta K \log n} > 1 \), then \( \inf_{\hat{\sigma} \in F_{p.e.}} P(l(\hat{\sigma}, \sigma_0) \neq 0) \to 0 \).

(iii) If \( \sup_n nI_n < \infty \), then \( \lim \inf_{n \to \infty} \inf_{\hat{\sigma} \in F_{p.e.}} E\ell(\hat{\sigma}(A), \sigma_0) > 0 \).

The algorithm \( \hat{\sigma} \) described in Section 4.1 with discretization level \( L_n \to \infty \) achieves the optimal rate in part (i) for any \( (P_{0,n}, Q_{0,n}, p_n, q_n) \) that satisfy the conditions of Corollary 5.1 and the additional conditions \( nI_n = \omega(e^{L_n}) \) and \( H_n = \omega(1/L_n) \). Thus, \( \hat{\sigma} \) adapts to the edge probabilities \( P_{0,n} \) and \( Q_{0,n} \) and the edge weight densities \( p_n(x) \) and \( q_n(x) \): Although \( \hat{\sigma} \) has no knowledge of the parameters \( (P_{0,n}, Q_{0,n}, p_n(x), q_n(x)) \), it achieves the same optimal rate as if \( (P_{0,n}, Q_{0,n}, p_n(x), q_n(x)) \) were known.

In particular, this implies that one does not have to pay a price for taking the nonparametric approach. This seemingly counterintuitive phenomenon arises because the cost of discretization is reflected in the \( o(1) \) term in the exponent and is thus of lower order. As an illustrative example, suppose \( 1 - P_{0,n} = 1 - Q_{0,n} = \frac{\log n}{n} \), and the densities \( p_n(x) \) and \( q_n(x) \) are \( N(\mu_1, \sigma_1^2) \) and \( N(\mu_0, \sigma_0^2) \), respectively. Then \( I_n = (1 + o(1)) \frac{\log n}{n} \theta \), where

\[
\theta = 2 \left( 1 - \sqrt{\frac{2 \sigma_1^2 \sigma_0^2}{\sigma_1^2 + \sigma_0^2} e^{-\frac{1}{2} \frac{(\mu_1 - \mu_0)^2}{\sigma_1^2 + \sigma_0^2}}} \right),
\]

and the optimal rate is \( n^{-\frac{(1 + o(1)) \sigma_0^2}{\beta K}} \), which is attained by the nonparametric discretization estimator \( \hat{\sigma} \).

Similarly, if \( 1 - P_{0,n} = 1 - Q_{0,n} = \frac{\log n}{n} \) and the densities \( p_n(x) \) and \( q_n(x) \) are \( \text{Exp}(\lambda_1) \) and \( \text{Exp}(\lambda_0) \), respectively, then \( I_n = (1 + o(1)) \frac{\log n}{n} \theta' \), where

\[
\theta' = 2 \left( 1 - \sqrt{\frac{\lambda_1 \lambda_0}{\lambda_1 + \lambda_0}} \right).
\]

The optimal rate \( n^{-\frac{(1 + o(1)) \sigma_0^2}{\beta K}} \) is again achieved by \( \hat{\sigma} \).

6. Proof sketch: Recovery algorithm. A large portion of the Appendix is devoted to proving that our recovery algorithm succeeds and achieves the optimal error rates. We provide an outline of the proofs here.

We divide our argument into propositions that focus on successive stages of our algorithm. A birds-eye view of our method reveals that it contains two major components: (1) convert a weighted network into a labeled network, and then (2) run a community recovery algorithm on the labeled network. The first component involves two steps, transformation and discretization. Step (1) comprises the red and green steps in Figure 2 and outputs an adjacency matrix with discrete edge weights. Step (2) is denoted in blue.
6.1. Analysis of community recovery on a labeled network. We first examine the second component of our algorithm, which is a subroutine (right-most region in Figure 2) for recovering communities on a network where the edges have discrete labels \( l = 1, \ldots, L_n \). The following proposition characterizes the rate of convergence of the output of the subroutine, where within-community edges are assigned edge labels with probabilities \( \{ P_{l,n} \} \), and between-community edges are assigned edge labels according to \( \{ Q_{l,n} \} \).

For convenience, if an edge does not exist between \( u \) and \( v \), we assign the label 0 to \( A_{uv} \), so \( P_{0,n} \), \( Q_{0,n} \) are the edge absence probabilities.

**Proposition 6.1.** Suppose \( \frac{1}{\rho_n} \leq \frac{P_{l,n}}{Q_{l,n}} \leq \rho_n \), for a sequence \( \rho_n = \Omega(1) \) for all \( l = 0, 1, \ldots, L_n \). Define \( I_{L_n} = -2 \log \sum_{l=0}^{L_n} \sqrt{P_{l,n}Q_{l,n}} \) and suppose \( I_{L_n} \to 0 \). Suppose \( L_n = \Omega(1) \) and \( \frac{nI_{L_n}}{L_n \rho_n^2} \to \infty \). Then

\[
\lim_{n \to \infty} P\left(l(\hat{\sigma}(A), \sigma_0) \leq \exp\left(-\frac{nI_{L_n}}{\beta K}(1 + o(1))\right)\right) \to 1.
\]

Furthermore, if \( \frac{nI_{L_n}}{\beta K \log n} \leq 1 \), then

\[
\mathbb{E}l(\hat{\sigma}(A), \sigma_0) \leq \exp\left(-(1 + o(1)) \frac{nI_{L_n}}{\beta K}\right)
\]

Note that \( I_{L_n} \) is the Renyi divergence of order \( \frac{1}{2} \) between the discrete distributions defined by \( \{ P_{l,n} \}_{l=0, \ldots, L_n} \) and \( \{ Q_{l,n} \}_{l=0, \ldots, L_n} \).

**Remark 6.1.** This result resembles that of Yun and Proutiere [41], who also study an SBM where the edges carry discrete labels. They state their results using a seemingly different divergence, but it coincides with the Renyi divergence when specialized to our setting (cf. Lemma H.2). Proposition 6.1 differs critically from Yun and Proutiere [41] in two respects, however. First,
they hold the number of labels \( L_n \) to be fixed and assume that the bound \( \rho_n \) on the probability ratio \( \frac{P_{l,n}}{Q_{l,n}} \) is fixed, whereas we allow both \( L_n \) and \( \rho_n \) to diverge. Second, they assume that \( \sum_{l=1}^{L_n} (P_{l,n} - Q_{l,n})^2 \) is sufficiently large when compared to \( \max_{l=1,...,L_n} P_{l,n} \), whereas we do not make any assumptions of this form. These generalizations are crucial in analyzing the weighted SBM, since in order to achieve consistency for continuous distributions, the discretization level \( L_n \) and the bound \( \rho_n \) must increase with \( n \).

6.2. Discretization of the Renyi divergence. We now analyze the discretization step of the algorithm (green box in Figure 2). The input to this step is the weighted network \( \Phi(A) \) in which all the edge weights are in \([0, 1]\). We use \( p_{\Phi,n}(z) \) and \( q_{\Phi,n}(z) \) for \( z \in [0, 1] \) to denote the densities of the transformed edge weights; the next section shows the relationship between \( p_{\Phi,n}(z) \) and \( p_n(x) \) and \( q_{\Phi,n}(z) \) and \( q_n(x) \). The discretization step of the algorithm divides \([0, 1]\) into \( L_n \) uniform bins, denoted by \([a_l, b_l] \), for \( 1 \leq l \leq L_n \). The output is a network \( A_{L_n} \), where each edge is assigned label \( l = 1, \ldots, L_n \) with probability either \( P_{l,n} = (1 - P_{0,n}) \int_{a_l}^{b_l} p_{\Phi,n}(z)dz \) or \( Q_{l,n} = (1 - Q_{0,n}) \int_{a_l}^{b_l} q_{\Phi,n}(z)dz \). A missing edge is assigned the label 0. Define

\[
I_{\Phi,n} = -2 \log \left( \sqrt{P_{0,n}Q_{0,n}} + \int_0^1 \sqrt{(1 - P_{0,n})(1 - Q_{0,n})p_{\Phi,n}(z)q_{\Phi,n}(z)}dz \right)
\]

as the Renyi divergence between \( (P_{0,n}, p_{\Phi,n}) \) and \( (Q_{0,n}, q_{\Phi,n}) \). It is easy to show that discretization always leads to a loss of information; i.e., \( I_{L_n} \leq I_{\Phi,n} \). Propositions 6.2 and 6.3 show that if \( p_{\Phi,n}(z) \) and \( q_{\Phi,n}(z) \) are sufficiently regular in that they can be well-approximated via discretization, then \( |I_{L_n} - I_{\Phi,n}| = o(I_{\Phi,n}) \).

Again, we have two different sets of conditions depending on whether \( H_{\Phi,n} := \int_0^1 (\sqrt{p_{\Phi,n}(z)} - \sqrt{q_{\Phi,n}(z)})^2dz = \Theta(1) \) or \( o(1) \). The following proposition shows that \( I_{L_n} \) approximates \( I_{\Phi,n} \) well when \( H_{\Phi,n} = \Theta(1) \) and is useful for proving Theorem 5.1:

**Proposition 6.2.** Suppose \( P_{0,n} \) and \( Q_{0,n} \) satisfy Assumption A0 and \( p_{\Phi,n}(z) \) and \( q_{\Phi,n}(z) \) are supported on \([0, 1]\]. Suppose \( H_{\Phi,n} = \Theta(1) \) and

C1 \( p_{\Phi,n}(z), q_{\Phi,n}(z) > 0 \) on \((0, 1)\), and \( \sup_n \sup_z \{p_{\Phi,n}(z) \vee q_{\Phi,n}(z)\} < \infty \).

C2 \( \sup_n \int_0^1 \log \frac{p_{\Phi,n}(z)}{q_{\Phi,n}(z)}dz < \infty \) for an absolute constant \( r > 4 \).

C3 There exists \( h_{\Phi,n}(z) \) such that

\[
(a) \ h_{\Phi,n}(z) \geq \max \left\{ \frac{|p_{\Phi,n}'(z)|}{p_{\Phi,n}(z)}, \frac{|q_{\Phi,n}'(z)|}{q_{\Phi,n}(z)} \right\},
\]

\( b) \ h_{\Phi,n}(z) \) is \((c'_1, c'_2, c'_3)\)-bowl-shaped, and
\( p'_{\Phi,n}(z), q'_{\Phi,n}(z) \geq 0 \) for all \( z < c'_{s1} \), and \( p'_{\Phi,n}(z), q'_{\Phi,n}(z) \leq 0 \) for all \( z > c'_{s2} \).

Then

\[ \left| \frac{I_{\Phi,n} - I_{L_n}}{I_{\Phi,n}} \right| = o(1), \]

and \( \frac{1}{4c_0} \exp(-L_n^{1/r}) \leq \frac{P_{l,n}}{Q_{l,n}} \leq 4c_0 \exp(L_n^{1/r}), \) for all \( l \), where \( c_0 \) is the constant in Assumption A0.

We prove Proposition 6.2 in Section E of the Appendix.

The following proposition handles the case where \( H_{\Phi,n} = o(1) \), and is useful for proving Theorem 5.2:

**Proposition 6.3.** Suppose \( P_{0,n}, Q_{0,n} \) satisfy assumption A0 and \( p_{\Phi,n}(z) \) and \( q_{\Phi,n}(z) \) are supported on \([0, 1]\). Suppose \( H_{\Phi,n} = o(1) \). Let \( L_n \) be a sequence such that \( L_n \to \infty \) and suppose \( L_n \leq \frac{2}{100} \). Suppose the following assumptions are satisfied:

1. \( p_{\Phi,n}(z), q_{\Phi,n}(z) > 0 \) on \((0, 1)\), and \( \sup_n \sup_z \{p_{\Phi,n}(z) \lor q_{\Phi,n}(z)\} < \infty \).
2. There exists a subinterval \( R_{\Phi,n} \subseteq [0, 1] \) such that
   
   \begin{enumerate}
   \item \( \frac{1}{\rho} \leq \frac{p_{\Phi,n}(z)}{q_{\Phi,n}(z)} \leq \rho \) for all \( z \in R_{\Phi,n} \), where \( \rho \) is an absolute constant.
   \item \( \mu(R_{\Phi,n}) = o(H_{\Phi,n}) \), where \( \mu \) is the Lebesgue measure and \( R_{\Phi,n}^c := [0, 1] \setminus R_{\Phi,n} \).
   \end{enumerate}

3. Let \( \int_{R_{\Phi,n}} \frac{(p_{\Phi,n}(z) - q_{\Phi,n}(z))^2}{q_{\Phi,n}(z)} \, dz \) and \( \gamma_{\Phi,n}(z) = \frac{q_{\Phi,n}(z) - p_{\Phi,n}(z)}{q_{\Phi,n}(z)} \). There exists a constant \( r > 4 \) such that \( \sup_n \int_{R_{\Phi,n}} q_{\Phi,n}(z) \left| \frac{\gamma_{\Phi,n}(z)}{q_{\Phi,n}(z)} \right|^r \, dz < \infty \).

4. There exists \( h_{\Phi,n}(z) \) such that
   
   \begin{enumerate}
   \item \( h_{\Phi,n}(z) \geq \max \left\{ \left| \frac{\gamma_{\Phi,n}(z)}{q_{\Phi,n}(z)} \right|, \left| q_{\Phi,n}(z) \right|, \left| p_{\Phi,n}(z) \right| \right\}, \) and
   \item \( h_{\Phi,n}(z) \) is \((c'_{s1}, c'_{s2}, C'_{s})\)-bowl-shaped for absolute constants \( c'_{s1}, c'_{s2}, \) and \( C'_{s} \), and
   \item \( \sup_n \int_{R_{\Phi,n}} |h_{\Phi,n}(z)|^t \, dz < \infty \) for an absolute constant \( \frac{2}{t} < t < 1 \).
   \end{enumerate}

Then

\[ \left| \frac{I_{\Phi,n} - I_{L_n}}{I_{\Phi,n}} \right| = o(1) \]

and \( \frac{1}{4c_0} \leq \frac{P_{l,n}}{Q_{l,n}} \leq 4pc_0 \), for all \( l \), where \( c_0 \) is the constant in A0.
We prove Proposition 6.3 in Section C of the Appendix.

6.3. Analysis of the transformation function. Propositions 6.2 and 6.3 consider densities supported on \([0, 1]\). This suffices, because once we transform the densities by an application of \(\Phi\), the new densities are compactly supported and, importantly, the Renyi divergence \(I_n\) and the Hellinger divergence \(H_n\) are invariant with respect to the transformation \(\Phi\).

To see this, let \(p_n(x)\) and \(q_n(x)\) denote densities over \(S\), and let \(p_{\Phi,n}(z)\) and \(q_{\Phi,n}(z)\) denote the transformed densities over \([0, 1]\). It is easy to see that
\[
p_{\Phi,n}(z) = \frac{p_n(\Phi^{-1}(z))}{\phi(\Phi^{-1}(z))}
\]
and
\[
q_{\Phi,n}(z) = \frac{q_n(\Phi^{-1}(z))}{\phi(\Phi^{-1}(z))}.
\]
Therefore, via the change of variables \(z = \Phi^{-1}(x)\), we have the following relations:
\[
\begin{align*}
\int_S \sqrt{p_n(x)q_n(x)} \, dx &= \int_0^1 \sqrt{p_{\Phi,n}(z)q_{\Phi,n}(z)} \, dz, \\
\int_S \left( \sqrt{p_n(x)} - \sqrt{q_n(x)} \right)^2 \, dx &= \int_0^1 \left( \sqrt{p_{\Phi}(z)} - \sqrt{q_{\Phi}(z)} \right)^2 \, dz.
\end{align*}
\]
Therefore, the Renyi and Hellinger divergences between \(p_n(x)\) and \(q_n(x)\) are equal to the divergences between \(p_{\Phi,n}(z)\) and \(q_{\Phi,n}(z)\); i.e.,
\[
I_{\Phi,n} = I_n, \quad H_{\Phi,n} = H_n.
\]

To prove Theorems 5.1 and 5.2, it remains to show that if \(p_n(x)\) and \(q_n(x)\) satisfy Assumptions A1–A4 (or A1’–A5’), the transformed densities \(p_{\Phi,n}(z)\) and \(q_{\Phi,n}(z)\) satisfy Assumptions C1–C4 (or C1’–C5’) in Proposition 6.2 (or Proposition 6.3). This is done in Propositions F.1 and F.2.

7. Conclusion. We have provided a rate-optimal community estimation algorithm for the homogeneous weighted stochastic block model. Our algorithm includes a preprocessing step consisting of transforming and discretizing the (possibly) continuous edge weights to obtain a simpler graph with edge weights supported on a finite, discrete set. This approach may be useful for other network data analysis problems involving continuous distributions, where discrete versions of the problem are simpler to analyze.

Our paper provides a significant step toward understanding the weighted SBM under the same mathematical framework that has been exceptionally fruitful in the case of unweighted models. It is far from comprehensive, however, and many open questions remain. We describe a few here:

1. An important extension is the heterogenous stochastic block model, where edge weight distributions depend on the exact community assignments of both endpoints. In such a setting, Abbe and Sandon [4]...
and Yun and Proutiere [41] have shown that a generalized information divergence—the CH divergence—governs the intrinsic difficulty of community recovery. We believe that a similar discretization-based approach should lead to analogous results in the case of a heterogeneous weighted SBM. The key challenge would be to show that discretization does not lose much information with respect to the CH-divergence.

2. Real-world networks often have nodes with very high degrees, which may adversely affect the accuracy of recovery methods for the stochastic block model. To solve this problem, degree-corrected SBMs [44, 16] have been proposed as an effective alternative to regular SBMs. It is straightforward to extend the concept of degree-correction to the weighted SBM, but it is unclear whether our discretization-based approach would be effective in obtaining optimal error rates.

3. It is easy to extend our results to the weighted and labeled SBMs if the number of labels is finite or assumed to be slowly growing. However, this excludes some interesting cases such as when edge labels represent counts from a Poisson distribution. We suspect that in such a situation, it is possible to combine low-probability labels in a clever way to obtain a discretization amenable to our approach.
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APPENDIX A: PROOF OF PROPOSITION 6.1

We structure the proof according to the flow of our algorithm. Since this proposition addresses the case of discrete labels, we do not need to consider the “transformation and discretization” step. We begin by analyzing Algorithm 4.2, where we deliberately add noise to the graph by changing edge colors at random. Although adding random noise destroys information and increases the difficulty of community recovery, Lemma B.2 in Appendix B.5 shows that the process does not significantly affect the Renyi divergence \( I_L \). Furthermore, the new probabilities of edge labels are at least \( c \), which is important for our later analysis. To simplify notation, we continue to refer the new edge label probabilities as \( P_l \) and \( Q_l \) throughout the proof.

Next, our algorithm performs spectral clustering using only the edges with label \( l \), and calculates \( \hat{I}_l := \left( \frac{\hat{P}_l - \hat{Q}_l}{\hat{P}_l \lor \hat{Q}_l} \right)^2 \), where \( \hat{P}_l \) and \( \hat{Q}_l \) are the estimated probabilities obtained by using the output of spectral clustering:

\[
\hat{P}_l = \sum_{u \neq v : \hat{\sigma}(u) = \hat{\sigma}(v)} (A_{uv})_{\hat{P}_l \lor \hat{Q}_l}, \quad \text{and} \quad \hat{Q}_l = \sum_{u \neq v : \hat{\sigma}(u) \neq \hat{\sigma}(v)} (A_{uv})_{\hat{P}_l \lor \hat{Q}_l}.
\]

We then select \( l^* \in \arg \max_{1 \leq l \leq L} \hat{I}_l \). Note that if \( |\hat{P}_l - P_l| \) and \( |\hat{Q}_l - Q_l| \) are small, \( \hat{I}_l \) provides a measure of how “good” a color is for clustering: larger values of \( \hat{I}_l \) correspond to greater separation between \( P_l \) and \( Q_l \). Naturally, the accuracy of the estimated edge probabilities \( \hat{P}_l \) and \( \hat{Q}_l \) depends on the accuracy of the spectral clustering step. Proposition B.1 below makes this statement rigorous. Before stating the proposition, we define the set of “good” labels as follows:

\[
L_1 = \left\{ l : \frac{n(\hat{P}_l - \hat{Q}_l)^2}{\hat{P}_l \lor \hat{Q}_l} := \frac{\Delta^2_l}{\hat{P}_l \lor \hat{Q}_l} \geq 1 \right\}.
\]
We bound the difference between the estimated and true probabilities for good and bad colors in Proposition B.1, the formal statement and proof of which are contained in Appendix B.1.

**Proposition B.1.** Suppose \( \sigma \) is a clustering with error rate at most \( \gamma \); i.e., \( l(\sigma, \sigma_0) \leq \gamma \), for sufficiently small \( \gamma \geq \frac{1}{n} \). With probability at least \( 1 - L n^{-(3+\delta_p)} \), for a small \( \delta_p > 0 \), the following hold:

1. For \( l \in L_1 \), we have \( |\hat{P}_l - P_l| \leq \eta \Delta_l \) and \( |\hat{Q}_l - Q_l| \leq \eta \Delta_l \).
2. For \( l \in L^c_1 \), we have \( |\hat{P}_l - P_l| \leq \eta \sqrt{\frac{P_l \vee Q_l}{n}} \) and \( |\hat{Q}_l - Q_l| \leq \eta \sqrt{\frac{P_l \vee Q_l}{n}} \).

In both cases, \( \eta = C \sqrt{\gamma \log \frac{1}{\gamma}} \), for an absolute constant \( C \).

We now work toward obtaining an initial clustering with small error rate \( \gamma \). In Proposition B.2, we show that if the edge probabilities for a particular label are well-separated, the spectral clustering output of Algorithm 4.4 is reasonably accurate. We provide a rough statement of the proposition here, and refer to Appendix B.2 for the precise statement and proof.

**Proposition B.2.** If \( P_l \) and \( Q_l \) satisfy \( C_1 \frac{(P_l \vee Q_l)}{n(P_l - Q_l)^2} \leq 1 \) for an absolute constant \( C_1 \), the output \( \sigma^l \) of Algorithm 4.4 satisfies the inequality

\[
l(\sigma^l, \sigma_0) \leq C_2 \frac{(P_l \vee Q_l)}{n(P_l - Q_l)^2},
\]

for a constant \( C_2 \), with probability at least \( 1 - n^{-4} \).

Thus, if we want to cluster to an arbitrary degree of accuracy, we need \( \frac{(P_l \vee Q_l)}{n(P_l - Q_l)^2} \to 0 \) for at least one well-separated label \( l \). We show that the label \( l^* \) selected in Algorithm 4.3 satisfies \( \frac{(P_{l^*} \vee Q_{l^*})}{n(P_{l^*} - Q_{l^*})^2} \to 0 \) in the following proposition. A more detailed restatement and proof is contained in Appendix B.3.

**Proposition B.4.** With probability at least \( 1 - 2 L n^{-(3+\delta_p)} \), we have \( \frac{n(P_{l^*} - Q_{l^*})^2}{\rho^2(P_{l^*} \vee Q_{l^*})} \to \infty \).

Now let \( E_1 \) denote the high-probability event that the label \( l^* \) is chosen according to Proposition B.4. Our algorithm performs spectral clustering \( n \) times, omitting one vertex and clustering on the remaining graph each time, and we denote the resulting community assignments by \( \{\tilde{\sigma}_u\}_{u=1,...,n} \).

Let \( E_2 \) denote the event that all the clusterings \( \{\tilde{\sigma}\}_{u=1,...,n} \) have error rate bounded by \( \gamma := C \frac{(P_{l^*} \vee Q_{l^*})}{n(P_{l^*} - Q_{l^*})^2} \), for some constant \( C \). Proposition B.2,
Lemma B.7, we have that \( \hat{\pi} \) that the minimum cluster size of both \( \hat{\sigma}_u \)’s, with probability at least \( 1 - L n^{-(2+\delta_p)} \). Furthermore, the \( \eta \) in proposition B.1 satisfies \( \eta = \Theta \left( \sqrt{\gamma \log \frac{1}{\gamma}} \right) \), so \( |\eta \rho_L^2| \to 0 \). We denote this last event by \( E_3 \).

We now construct the clustering \( \hat{\sigma}_u \), which is identical to \( \check{\sigma}_u \) except that node \( u \) is possibly re-assigned using the relation from Algorithm 4.5.

In Proposition B.5, we show that with high probability, the assignment \( \hat{\sigma}_u(u) \) is “correct”. We provide a rough statement of the proposition here, and defer the exact statement and proof to Appendix B.4:

**Proposition B.5.** Let \( \pi_u \in S_K[\hat{\sigma}_u, \sigma_0] \). Conditioned on \( E_1 \cap E_2 \cap E_3 \), with probability at least \( 1 - (K-1) \exp \left( -(1 - o(1)) \frac{n}{\beta K} I_L \right) \), we have

\[
\pi_u^{-1}(\sigma_0(u)) = \check{\sigma}_u(u).
\]

Before proceeding, we need to show that on event \( E_2 \), the set \( S_K[\hat{\sigma}_u, \sigma_0] \) is a singleton for any \( u \). By construction, the error rate of \( \hat{\sigma}_u \) is at most \( \gamma + \frac{1}{n} \), so \( I(\sigma_0, \hat{\sigma}_u) < \frac{1}{\beta K} \) for sufficiently small \( \gamma \). Now note that for any \( u \), the minimum cluster size of the clustering \( \hat{\sigma}_u \) is at least \( \frac{n}{\beta K} - (n \gamma + 1) \geq \frac{n(1 - K^{1 - \gamma - \beta K/n})}{\beta K} \geq \frac{n}{2 \beta K} \), for small \( \gamma \). A simple argument (cf. Lemma B.8) shows that there is a unique permutation obtaining such a small error rate.

Let us still condition on \( E_2 \). Define \( \pi_1 \) and \( \pi_u \) as the unique element in \( S_K[\hat{\sigma}_1, \sigma_0] \) and \( S_K[\hat{\sigma}_u, \sigma_0] \) respectively. We now show that \( \pi_1^{-1} \circ \pi_u \) is the only element in \( S_K[\hat{\sigma}_u, \sigma_1] \). We know that \( d_H(\sigma_0, \pi_u \circ \hat{\sigma}_1) < \frac{1}{\beta K} \) and \( d(\sigma_0, \pi_u \circ \hat{\sigma}_u) < \frac{1}{\beta K} \). Thus, the triangle inequality implies

\[
d(\hat{\sigma}_1, \pi_1^{-1} \circ \pi_u \circ \hat{\sigma}_u) = d(\pi_1 \circ \hat{\sigma}_1, \pi_u \circ \hat{\sigma}_u) \leq d(\sigma_0, \pi_1 \circ \hat{\sigma}_1) + d(\sigma_0, \pi_u \circ \hat{\sigma}_u) < \frac{1}{4 \beta K}.
\]

Since the minimum cluster size of both \( \hat{\sigma}_1 \) and \( \hat{\sigma}_u \) is \( \frac{n}{2 \beta K} \), Lemma B.8 implies that \( \pi_1^{-1} \circ \pi_u \) is the only element in \( S_K[\hat{\sigma}_u, \sigma_1] \).

Let \( \hat{\sigma} \) be the cluster assignment created after the consensus stage. By Lemma B.7, we have that \( \hat{\sigma}(u) = (\pi_1^{-1} \circ \pi_u \circ \hat{\sigma}_u)(u) \) where \( \pi_1^{-1} \circ \pi_u \) is the unique element in \( S_K[\hat{\sigma}_u, \sigma_1] \). Therefore, we have that \( \hat{\sigma}_u(u) \neq (\pi_u^{-1} \circ \sigma_0)(u) \) if and only if \( (\pi_1 \circ \hat{\sigma})(u) \neq \sigma_0(u) \).
Restating Proposition B.5, we then have

\[(5) \quad P\left(\hat{\sigma}(u) \neq \pi_1^{-1}(\sigma_0(u)), \exists \pi_1 \in S_K[\hat{\sigma}_1, \sigma_0] \middle| E_1 \cap E_2 \cap E_3\right) \leq \exp\left(- (1 + o(1)) \frac{n I_L}{\beta K}\right)\].

Therefore,

\[
\mathbb{E}l(\hat{\sigma}, \sigma_0) \leq \mathbb{E}\left[l(\hat{\sigma}, \sigma_0) \middle| E_1 \cap E_2 \cap E_3\right] + P(E_1^c) + P(E_2^c) + P(E_3^c)
\leq \mathbb{E}\left[l(\hat{\sigma}, \sigma_0) \middle| E_1 \cap E_2 \cap E_3\right] + 2Ln^{-3+\delta_p} + n^{-3} + Ln^{-2+\delta_p}
\leq \mathbb{E}\left[l(\hat{\sigma}, \sigma_0) \middle| E_1 \cap E_2 \cap E_3\right] + Cn^{-2+\delta_p}
\]

Now we bound the first term:

\[
\mathbb{E}\left[l(\hat{\sigma}, \sigma_0) \middle| E_1 \cap E_2 \cap E_3\right]
= \mathbb{E}\left[\min_{\tau \in S_K} \frac{1}{n} \sum_{u=1}^{n} 1\{(\tau \circ \hat{\sigma})(u) \neq \sigma_0(u)\} \middle| E_1 \cap E_2 \cap E_3\right]
\leq \mathbb{E}\left[\min_{\tau \in S_K[\hat{\sigma}_1, \sigma_0]} \frac{1}{n} \sum_{u=1}^{n} 1\{(\tau \circ \hat{\sigma})(u) \neq \sigma_0(u)\} \middle| E_1 \cap E_2 \cap E_3\right]
\leq \mathbb{E}\left[\frac{1}{n} \sum_{u=1}^{n} 1\{(\tau \circ \hat{\sigma})(u) \neq \sigma_0(u), \exists \tau \in S_K[\hat{\sigma}_1, \sigma_0] \middle| E_1 \cap E_2 \cap E_3\right]\]
\leq \mathbb{E}\left[\frac{1}{n} \sum_{u=1}^{n} P\{(\tau \circ \hat{\sigma})(u) \neq \sigma_0(u), \exists \tau \in S_K[\hat{\sigma}_1, \sigma_0] \middle| E_1 \cap E_2 \cap E_3\right\]
\leq \exp\left(- (1 + o(1)) \frac{n I_L}{\beta K}\right)
\]

Altogether, we conclude that

\[
\mathbb{E}l(\hat{\sigma}, \sigma_0) \leq \exp\left(- (1 + \eta') \frac{n I_L}{\beta K}\right) + n^{-2+\delta_p}
\]

where \(\eta' = o(1)\). If \(\frac{n I_L}{\beta K \log n} \leq 1\), then \(\exp\left(- (1 + \eta') \frac{n I_L}{\beta K}\right) \geq n^{-(1-\eta')} \geq Cn^{-2+\delta_p}\) for small enough \(\eta'\). Therefore, if \(\frac{n I_L}{\beta K \log n} \leq 1\), we have

\[
\mathbb{E}l(\hat{\sigma}, \sigma_0) \leq 2 \exp\left(- (1 + \eta') \frac{n I_L}{\beta K}\right) \leq \exp\left(- (1 + o(1)) \frac{n I_L}{\beta K}\right),
\]
where the 2 is absorbed into the \( o(1) \) term by the assumption that \( n I_L \to \infty \).

Now we prove the probability bound. First suppose \( \exp \left( -(1 - \eta') \frac{n I_L}{\beta K} \right) \geq n^{-(1+\delta_p)} \). Defining \( \eta'' = \eta' + \beta \sqrt{\frac{K}{n I_L}} = o(1) \), we have

\[
P \left\{ l(\hat{\sigma}, \sigma_0) > \exp \left( -(1 - \eta'') \frac{n I_L}{\beta K} \right) \right\} \leq \frac{\mathbb{E} l(\hat{\sigma}, \sigma_0)}{\exp \left( -(1 - \eta'') \frac{n I_L}{\beta K} \right)}
\]

\[
\leq \exp \left\{ -(\eta'' - \eta') \frac{n I_L}{\beta K} \right\} + \frac{C n^{-(2+\delta_p)}}{\exp \left( -(1 - \eta') \frac{n I_L}{\beta K} \right)} = o(1).
\]

On the other hand, if \( \exp \left( -(1 - \eta') \frac{n I_L}{\beta K} \right) \leq n^{-(1+\delta_p)} \), we have

\[
P \left\{ l(\hat{\sigma}, \sigma_0) > \exp \left( -(1 - \eta') \frac{n I_L}{\beta K} \right) \right\} \leq P(l(\hat{\sigma}, \sigma_0) > 0)
\]

\[
\leq P \left( \min_{\tau \in S_K} d_H(\tau \circ \hat{\sigma}, \sigma_0) > 0 \right)
\]

\[
\leq P \left( \min_{\tau \in S_K[\hat{\sigma}_1, \sigma_0]} d_H(\tau \circ \hat{\sigma}, \sigma_0) > 0 \right)
\]

\[
\leq \sum_{u=1}^{n} P \left( \tau \circ \hat{\sigma}(u) \neq \sigma_0(u), \exists \tau \in S_K[\hat{\sigma}_1, \sigma_0] \right).
\]

\[(a)\]

\[
\leq n \exp \left( -(1 - \eta') \frac{n I_L}{\beta K} \right) + C n^{-(1+\delta_p)} = o(1),
\]

where \((a)\) follows because

\[
P \left( \tau \circ \hat{\sigma}(u) \neq \sigma_0(u), \exists \tau \in S_K[\hat{\sigma}_1, \sigma_0] \right)
\]

\[
\leq P \left( \hat{\sigma}(u) \neq \tau^{-1}(\sigma_0(u)), \exists \tau \in S_K[\hat{\sigma}_1, \sigma_0] \right| E_1 \cap E_2 \cap E_3
\]

\[
+ P(E_1^c) + P(E_2^c) + P(E_3^c)
\]

\[
\leq \exp \left( -(1 - \eta') \frac{n I_L}{\beta K} \right) + C n^{-(2+\delta_p)},
\]

using inequality (5). This completes the proof of Proposition 6.1.

**APPENDIX B: SUPPORTING RESULTS FOR PROPOSITION 6.1**

We now provide proofs for the supporting results stated in Appendix A.
B.1. Analysis of estimation error of $\hat{P}_l$ and $\hat{Q}_l$.

**Proposition B.1.** Let $A$ be the adjacency matrix of a labeled network with true clustering assignment $\sigma_0$. Suppose $\sigma$ is a random initial clustering satisfying $l(\sigma, \sigma_0) \leq \gamma$. Let $\hat{P}_l = \frac{\sum_{u \neq v: \sigma(u) = \sigma(v)} 1(A_{uv} = l)}{|\{u \neq v: \sigma(u) = \sigma(v)\}|}$ and $\hat{Q}_l = \frac{\sum_{u \neq v: \sigma(u) \neq \sigma(v)} 1(A_{uv} = l)}{|\{u \neq v: \sigma(u) = \sigma(v)\}|}$ be the MLE of $P_l$ and $Q_l$ based on $\sigma$. Let $\delta_p$ be a positive, fixed, and arbitrarily small real number, and let $c > 0$ be an absolute constant. Then with probability at least $1 - Ln^{-3+\delta_p}$, the following hold for all sufficiently small $\gamma$:

1. For all $l$ such that $P_l \lor Q_l \geq \frac{c}{n}$, if $\frac{n\Delta^2}{P_l \lor Q_l} \geq 1$, then
   \[ |\hat{P}_l - P_l| \leq \eta \Delta_l, \quad \text{and} \quad |\hat{Q}_l - Q_l| \leq \eta \Delta_l. \]

2. For all $l$ such that $P_l \lor Q_l \geq \frac{c}{n}$, if $\frac{n\Delta^2}{P_l \lor Q_l} \leq 1$, then
   \[ |\hat{P}_l - P_l| \leq \eta \sqrt{\frac{P_l \lor Q_l}{n}}, \quad \text{and} \quad |\hat{Q}_l - Q_l| \leq \eta \sqrt{\frac{P_l \lor Q_l}{n}}. \]

In both cases, $\eta = C \sqrt{\frac{\gamma \log \frac{1}{\gamma}}{n}}$, for an absolute constant $C$.

**Proof.** Our proof proceeds by showing that for any fixed assignment $\sigma$ with error rate bounded by $\gamma$, the event described in Proposition B.1 holds with high probability. For a fixed assignment $\sigma$, we call a random graph a “bad graph for $\sigma$” if the event does not hold. For each $\sigma$, we upper-bound the probability that a randomly chosen graph lies in the set of bad graphs for $\sigma$; we then use a union bound over all choices of $\sigma$ and all $L$ colors to show that the probability of choosing a bad graph is bounded by $Ln^{-3+\delta_p}$.

We begin by bounding the bias of $\hat{P}_l$. We have

\[
\mathbb{E}(\hat{P}_l) = \sum_{u \neq v: \sigma(u) = \sigma(v)} \frac{1(\sigma_0(u) = \sigma_0(v))P_l + 1(\sigma_0(u) \neq \sigma_0(v))Q_l}{|\{u \neq v: \sigma(u) = \sigma(v)\}|} \\
= (1 - \lambda)P_l + \lambda Q_l = P_l + \lambda(Q_l - P_l),
\]

where $\lambda := \sum_{u \neq v: \sigma(u) = \sigma(v)} 1(\sigma_0(u) \neq \sigma_0(v))|\{u \neq v: \sigma(u) = \sigma(v)\}|$. Thus, $|\mathbb{E}(\hat{P}_l) - P_l| \leq \lambda|Q_l - P_l|$. Furthermore, if $\hat{n}_k$ denotes the number of vertices in cluster $k$ according to
\( \sigma \), we have

\[
\lambda = \frac{\sum_{u \neq v: \sigma(u) = \sigma(v)} 1(\sigma_0(u) \neq \sigma_0(v))}{|\{u \neq v: \sigma(u) = \sigma(v)\}|} = \frac{\sum_k \sum_{u \neq v: \sigma(u) = \sigma(v) = k} 1(\sigma_0(u) \neq \sigma_0(v))}{\sum_k \hat{n}_k(\hat{n}_k - 1)} \leq \frac{\sum_k \sum_{u \neq v: \sigma(u) = \sigma(v) = k} 1(\sigma_0(u) \neq \sigma_0(v))}{\sum_k \hat{n}_k(\hat{n}_k - 1)} \leq \frac{\sum_k \sum_{u \neq v: \sigma(u) = \sigma(v) = k} 1(\sigma_0(v) \neq k) + 1(\sigma_0(u) \neq k)}{\sum_k \hat{n}_k(\hat{n}_k - 1)}.
\]

Define \( \gamma_k = \frac{1}{n} \sum_{u: \sigma(u) = k} 1(\sigma_0(u) \neq k) \) to be the error rate within the estimated cluster \( k \). Then \( \sum_k \gamma_k \leq \gamma \) and \( \sum_{u: \sigma(u) = k} \sum_{v: \sigma(v) = k} 1(\sigma_0(v) \neq k) = \gamma_k \hat{n}_k \), implying that

\[
\lambda \leq \frac{\sum_k 2\gamma_k \hat{n}_k}{\sum_k \hat{n}_k(\hat{n}_k - 1)} = \frac{n}{\sum_k \hat{n}_k(\hat{n}_k - 1)} \sum_k \gamma_k \hat{n}_k \leq \frac{K}{n - K} \sum_k 2\gamma_k \hat{n}_k \leq 4\gamma K,
\]

where (a) uses the fact that

\[
\sum_k \frac{\hat{n}_k}{n} (\hat{n}_k - 1) = n \sum_k \left(\frac{\hat{n}_k}{n}\right)^2 - 1 \geq \frac{n}{K} - 1,
\]

and (b) uses the assumption \( K < \frac{n}{2} \). Altogether, we conclude that \( |\mathbb{E}(\hat{P}_l) - P_l| \leq 4\gamma K \Delta_l \). A similar calculation may be performed for \( \hat{Q}_l \), so

\[
\max\left\{ |\mathbb{E}(\hat{P}_l) - P_l|, |\mathbb{E}(\hat{Q}_l) - Q_l| \right\} \leq C_2 \gamma \Delta_l,
\]

for a constant \( C_2 > 0 \). To simplify presentation, we define \( \eta_1 = C_2 \gamma \), so

\[
\max\left\{ |\mathbb{E}(\hat{P}_l) - P_l|, |\mathbb{E}(\hat{Q}_l) - Q_l| \right\} \leq \eta_1 \Delta_l.
\]

We now turn to bounding \( |\hat{P}_l - P_l| \) and \( |\hat{Q}_l - Q_l| \). Denoting \( \tilde{A}_{uv} = 1(A_{ij} = l) \) and using Bernstein’s inequality, we have

\[
P\left( \left| \sum_{u,v: \sigma(u) = \sigma(v)} (\tilde{A}_{uv} - \mathbb{E}\tilde{A}_{uv}) \right| > t \right) \leq 2 \exp\left( -\frac{t^2}{2 \sum_{u,v: \sigma(u) = \sigma(v)} \mathbb{E}A_{uv} + \frac{2}{3}t} \right).
\]

By equation (6), we have

\[
\sum_{u,v: \sigma(u) = \sigma(v)} \mathbb{E}\tilde{A}_{uv} = \sum_k \hat{n}_k(\hat{n}_k - 1) \mathbb{E}\hat{P}_l \leq (P_l \lor Q_l) \sum_k \hat{n}_k(\hat{n}_k - 1),
\]
implying that

\[
P \left( \left| \sum_{u,v : \sigma(u)=\sigma(v)} (\hat{A}_{uv} - \mathbb{E}\hat{A}_{uv}) \right| > t \right) \\
\leq 2 \exp \left( - \frac{t^2}{2 (P_1 \vee Q_1) \sum_k \hat{n}_k (\hat{n}_k - 1) + \frac{4}{3} t} \right).
\]

Let

\[
t^2 = 4 \left\{ \left( 2 (P_1 \vee Q_1) \sum_k \hat{n}_k (\hat{n}_k - 1) \right) \left( C_1 \gamma n \log \frac{1}{\gamma} + (3 + \delta_p) \log n \right) \right\} \\
\vee 4 \left\{ \left( C_1 \gamma n \log \frac{1}{\gamma} + (3 + \delta_p) \log n \right)^2 \right\},
\]

for a constant \( C_1 \) to be defined later. Let

\[
A = 2 (P_1 \vee Q_1) \sum_k \hat{n}_k (\hat{n}_k - 1), \quad \text{and} \quad B = C_1 \gamma n \log \frac{1}{\gamma} + (3 + \delta_p) \log n.
\]

We split into two cases:

1. Suppose \( A \geq B \). Then \( t^2 = 4AB \), and the probability term is at most

\[
2 \exp \left( - \frac{4AB}{A + \frac{4}{3} \sqrt{AB}} \right) \leq 2 \exp \left( - \frac{4AB}{A + \frac{4}{3} A} \right) \leq 2 \exp(-B).
\]

2. Suppose \( A \leq B \). Then \( t^2 = 4B^2 \), and the probability term is at most

\[
2 \exp \left( - \frac{4B^2}{A + \frac{4}{3} B} \right) \leq 2 \exp \left( - \frac{4B^2}{B + \frac{4}{3} B} \right) \leq 2 \exp(-B).
\]

Hence, with probability at least \( 1 - 2 \exp \left( - \left( C_1 \gamma n \log \frac{1}{\gamma} + (3 + \delta_p) \log n \right) \right) \),

\[
|\hat{P}_1 - \mathbb{E}(\hat{P}_1)| = \frac{\sum_{u \neq v : \sigma(u)=\sigma(v)} (\hat{A}_{uv} - \mathbb{E}\hat{A}_{uv})}{\sum_{u \neq v} 1(\sigma(u) = \sigma(v))} \leq \frac{t}{\sum_{u \neq v} 1(\sigma(u) = \sigma(v))}.
\]

We now derive a more manageable upper bound for \( t \). Using the notation from above, we have \( t^2 = \max(4AB, 4B^2) \leq 4(\sqrt{AB} + B)^2 \). Since \( \gamma \geq \frac{1}{n} \), we
have $C_1 \gamma n \log \frac{1}{\gamma} + (3 + \delta_p) \log n \leq \tilde{C}_1 \gamma n \log \frac{1}{\gamma}$, implying that

$$
\sum_{u \neq v} 1(\sigma(u) = \sigma(v)) \leq 2 \sqrt{2(P_l \lor Q_l) \tilde{C}_1 \gamma n \log \frac{1}{\gamma}} + 2 \sum_k \tilde{n}_k (\tilde{n}_k - 1)
$$

$$(a) \leq 2 \sqrt{2(P_l \lor Q_l) \frac{\tilde{C}_1 \gamma K \log \frac{1}{\gamma}}{n - K} + 2 \tilde{C}_1 \gamma K \log \frac{1}{\gamma}},
$$

$$(b) \leq 4 \sqrt{\frac{P_l \lor Q_l}{n}} \frac{\tilde{C}_1 K \gamma \log \frac{1}{\gamma}}{n} + 4 \frac{\tilde{C}_1 K \gamma \log \frac{1}{\gamma}}{n},
$$

where $(a)$ uses inequality (7) and $(b)$ uses the assumption $n - K \geq \frac{n}{2}$.

To simplify the expression, note that $P_l \lor Q_l \geq c$ implies $\frac{1}{n} \leq \sqrt{\frac{P_l \lor Q_l}{\gamma}}$, so with probability at least $1 - \exp(-C_1 \gamma n \log \frac{1}{\gamma} - (3 + \delta_p) \log n)$, we have

$$
|\hat{P}_l - \mathbb{E}(\hat{P}_l)| \leq \sqrt{\frac{P_l \lor Q_l}{n}} \left( C_1' \sqrt{\gamma \log \frac{1}{\gamma} + C_2' \gamma \log \frac{1}{\gamma}} \right),
$$

for suitable constants $C_1'$ and $C_2'$. Using a similar calculation, we may show that there exist suitable constants $C_3'$ and $C_4'$ such that

$$
|\hat{Q}_l - \mathbb{E}(\hat{Q}_l)| \leq \sqrt{\frac{P_l \lor Q_l}{n}} \left( C_3' \sqrt{\gamma \log \frac{1}{\gamma} + C_4' \gamma \log \frac{1}{\gamma}} \right).
$$

When $\gamma$ is sufficiently small, the first term dominates, so we may take choose the right-hand sides to be $\eta_2 \sqrt{\frac{P_l \lor Q_l}{n}}$, where $\eta_2 = C_3' \sqrt{\gamma \log \frac{1}{\gamma}}$.

Finally, note that there are at most $(\frac{n}{\gamma n}) K^{\gamma n}$ possible $\sigma$’s satisfying the error bound. We have

$$
\log \left( \frac{n}{\gamma n} \right) K^{\gamma n} \leq \log \left( \frac{n^{\gamma n} e^{\gamma n}}{(\gamma n)^{\gamma n}} \right) \frac{1}{\sqrt{2\pi \gamma n}} + \gamma n \log K
$$

$$
\leq \log \left( \frac{e^{\gamma n}}{\gamma n} \right) - \frac{1}{2} \log 2\pi \gamma n + \gamma n \log K
$$

$$
\leq \gamma n \log \frac{e}{\gamma} + \gamma n \log K = \gamma n \log \frac{Ke}{\gamma} \leq C_1 \gamma n \log \frac{1}{\gamma},
$$

for a suitable constant $C_1$. Taking a union bound across all cluster assignments, we then conclude that the probability of inequality (9) holding simultaneously for all labels $l$ is at least $1 - Ln^{-3(3 + \delta_p)}$.

Combining inequalities (8) and (9), we arrive at the bound

$$
\max \left\{ |P_l - \hat{P}_l|, |Q_l - \hat{Q}_l| \right\} \leq \eta_1 \Delta_l + \eta_2 \sqrt{\frac{P_l \lor Q_l}{n}}.
$$
If $\frac{n\Delta^2}{P_l \lor Q_l} \geq 1$, we therefore have
\[
\max \left\{ |P_l - \hat{P}_l|, |Q_l - \hat{Q}_l| \right\} \leq \eta_1 \Delta_l + \eta_2 \Delta_l = (\eta_1 + \eta_2) \Delta_l,
\]
whereas if $\frac{n\Delta^2}{P_l \lor Q_l} < 1$, we have
\[
\max \left\{ |P_l - \hat{P}_l|, |Q_l - \hat{Q}_l| \right\} \leq \eta_1 \sqrt{\frac{P_l \lor Q_l}{n} + \eta_2 \sqrt{\frac{P_l \lor Q_l}{n}}} = (\eta_1 + \eta_2) \sqrt{\frac{P_l \lor Q_l}{n}}.
\]
Since $\eta_2 = C_3 \sqrt{\gamma \log \frac{1}{\gamma}}$ dominates $\eta_1 = C_2 \gamma$ for sufficiently small $\gamma$, the desired bounds follow.

**B.2. Analysis of spectral clustering.**

**Proposition B.2.** Suppose an unweighted adjacency matrix $A$ is drawn from a homogeneous stochastic block model with probabilities $p$ and $q$ and cluster imbalance factor $\beta$. Suppose $p, q \geq \frac{c}{n}$. Then there exist constants $C$ and $C_\tau$ such that if
\[
256 \mu_2 C^2 K^3 \frac{(p \lor q)}{n(p - q)^2} \leq 1,
\]
the output $\sigma$ of Algorithm 4.4 with parameters $\mu \geq 32 C^2 \beta$ and $\tau = C_\tau \bar{d}$ satisfies
\[
l(\sigma, \sigma_0) \leq 64 C^2 \beta K^2 (p \lor q) \frac{n(p \lor q)}{n(p - q)^2},
\]
with probability at least $1 - n^{-C'}$, where $C' > 4$.

**Proof.** Note that $\tau$ is a random variable, since the average degree $\bar{d}$ is random. Since the community sizes are bounded by $\frac{n}{2K}$, we may find constants $C_{d_1} < C_{d_2} = 1$, depending only on $K$ and $\beta$, such that
\[
C_{d_1} n(p \lor q) \leq \mathbb{E}[\bar{d}] \leq C_{d_2} n(p \lor q).
\]
Using Hoeffding’s inequality, we conclude that with probability at least $1 - \exp(-n C_d)$, for some constant $C_d$, we have
\[
\frac{C_{d_1}}{2} n(p \lor q) \leq \bar{d} \leq 2C_{d_2} n(p \lor q).
\]
We now apply the following lemma:

**Lemma B.1.** (Lemma 5 of Gao et al. [15]) Let $P \in [0, 1]^{n \times n}$ be a symmetric matrix, and let $p_{max} := \max_{u \geq v} P_{uv}$. Let $A$ be an adjacency matrix
such that $A_{uu} = 0$ and $A_{uv} \sim \text{Ber}(P_{uv})$ for $u < v$. For any $C' > 0$ and for all large enough constants $C_1 < C_2$, there exists some $C > 0$ such that

$$\|T_\tau(A) - P\|_2 \leq C\sqrt{np_{\text{max}} + 1}, \quad \forall \tau \in [C_1(np_{\text{max}} + 1), C_2(np_{\text{max}} + 1)],$$

with probability at least $1 - n^{-C'}$.

**Remark B.1.** Lemma 5 from Gao et al. [15] is stated slightly differently: For any $C' > 0$, there exist $c$, $C_1$, and $C_2$ such that the result holds with probability at least $1 - n^{-C'}$. However, our restatement follows immediately from slight modifications of the proof. Furthermore, note that the statement of Lemma B.1 refers to the output of spectral clustering with respect to a fixed trim parameter, but we will apply it in a setting where $\tau$ is random.

We choose a large enough constant $C_\tau$ so that we may use Lemma B.1 with a fixed $C' > 4$ and constants $C_1 = C_\tau \frac{C_{d_2}}{2}$ and $C_2 = 2C_\tau C_{d_2}$, we conclude that there exists a constant $C > 0$ such that

$$\|T_\tau(A) - P\|_2 \leq C\sqrt{n(p \vee q)}, \quad \forall \tau \in [C_1, C_2],$$

with probability at least $1 - n^{-C'}$, for the random choice $\tau = C_\tau \bar{d}$, by inequality (10). Furthermore, we may assume $C \geq 1$, since inequality (11) holds with $C$ replaced by $\max(1, C')$. Thus,

$$\|\hat{A} - P\|_2 \leq \|T_\tau(A) - P\|_2 + \|\hat{A} - T_\tau(A)\|_2 \leq 2\|T_\tau(A) - P\|_2 \leq 2C\sqrt{n(p \vee q)},$$

where (a) follows because $\hat{A}$ is the best rank-$K$ approximation of $T_\tau(A)$ and $\text{rank}(P) = K$, so $\|T_\tau(A) - \hat{A}\|_2 \leq \|T_\tau(A) - P\|_2$ by the Eckart-Young-Mirsky Theorem. This implies that

$$\sum_{u=1}^{n} \|\hat{A}_u - P_u\|_2^2 = \|\hat{A} - P\|_F^2 \leq K\|\hat{A} - P\|_2^2 \leq 4KC^2 n(p \vee q).$$

We now denote the $K$ distinct rows of $P$ by $\{Z_i\}_{1 \leq i \leq K}$, and for a vertex $u$, denote the row $P_u$ by $Z(u)$. Note that

$$\|Z_i - Z_j\|_2^2 \geq \frac{2n}{\beta K} (p - q)^2, \quad \forall i \neq j,$$

since each cluster contains at least $\frac{n}{\beta K}$ vertices.
A vertex \( u \) is considered \textit{valid} if 
\[ \| \hat{A}_u - Z_i \|_2^2 \leq \frac{1}{16\beta K} (p - q)^2 n \]
for some \( Z_i \); otherwise, \( u \) is \textit{invalid}. Also define
\[ Z^*(u) := \arg\min_{Z_i} \| \hat{A}_u - Z_i \|_2^2, \]
so \( Z^*(u) \) is the row of \( P \) closest to \( \hat{A}_u \). Note that if \( u \) is valid, then 
\[ \| \hat{A}_u - Z^*(u) \|_2^2 \leq \frac{1}{16\beta K} (p - q)^2 n. \]

We show that the set \( S \) constructed in Algorithm 4.4 satisfies the following properties:

\textbf{Claim 1:} \( S \) contains only valid points.

\textbf{Claim 2:} For every pair of distinct nodes \( u, v \in S \), we have \( Z^*(u) \neq Z^*(v) \).

We first prove that the proposition follows from the claims. We denote the rows of \( \hat{A} \) corresponding to the members of \( S \) by \( S_i \), assigning indices so that \( S_i \) is the surrogate for \( Z_i \) (i.e., both \( S_i \) and \( Z_i \) are associated to a common vertex \( u \)). In particular, note that
\[ \| S_i - Z_i \|_2 \leq \frac{1}{16\beta K} (p - q)^2 n, \quad \forall 1 \leq i \leq K, \]
since \( S \) only contains valid points. Let \( S(u) \) be the surrogate of \( Z(u) \), and denote \( S^*(u) = \arg\min_{S_i} \| \hat{A}_u - S_i \|_2^2 \); i.e., the member of \( S \) that is closest to \( \hat{A}_u \). We say that a valid point \( u \) is \textit{misclassified} if \( S^*(u) \neq S(u) \). The number of mistakes we make is thus bounded by the number of invalid points plus the number of misclassified valid points. Note that if \( u \) is invalid, we have 
\[ \| \hat{A}_u - P_u \|_2^2 \geq \frac{1}{16\beta K} (p - q)^2 n. \]
We claim that the same inequality holds for any misclassified valid point \( u \).

Consider such a point \( u \). Since \( u \) is valid, there exists \( Z_i \) such that
\[ \| \hat{A}_u - Z_i \|_2 \leq \frac{1}{16\beta K} (p - q)^2 n. \]

We claim that \( S^*(u) = S_i \). For any \( j \neq i \), we have
\[
\| \hat{A}_u - S_j \|_2 \geq \| Z_i - Z_j \|_2 - \| Z_j - S_j \|_2 - \| Z_i - \hat{A}_u \|_2 \\
\geq \sqrt{\frac{2}{\beta K} (p - q)^2 n} - 2\sqrt{\frac{1}{16\beta K} (p - q)^2 n} \\
> 2\sqrt{\frac{1}{16\beta K} (p - q)^2 n}.
\]
Furthermore,

\[ \|\hat{A}_u - S_i\|_2 \leq \|\hat{A}_u - Z_i\|_2 + \|S_i - Z_i\|_2 \leq 2\sqrt{\frac{1}{16} \frac{1}{\beta K} (p - q)^2 n}. \]

Thus, for any \( j \neq i \), we have \( \|\hat{A}_u - S_j\|_2 > \|\hat{A}_u - S_i\|_2 \), implying that \( S^*(u) = S_i \).

Since \( u \) is also misclassified, we have \( S(u) \neq S^*(u) = S_i \). Let \( S(u) = S_j \) and \( Z(u) = Z_j \). We have the following sequence of inequalities:

\[
\|\hat{A}_u - Z(u)\|_2 = \|\hat{A}_u - Z_j\|_2 \geq \|\hat{A}_u - S_j\|_2 - \|S_j - Z_j\|_2 \\
\geq 2\sqrt{\frac{1}{16} \frac{1}{\beta K} (p - q)^2 n} - \sqrt{\frac{1}{16} \frac{1}{\beta K} (p - q)^2 n} \\
= \sqrt{\frac{1}{16} \frac{1}{\beta K} (p - q)^2 n},
\]

which is the bound we wanted to prove.

Finally, we conclude that the number of mistakes incurred by algorithm is bounded by

\[
\frac{\sum_{u=1}^n \|\hat{A}_u - P_u\|_2^2}{\frac{1}{16\beta K} (p - q)^2 n} \leq \frac{4KC^2(p \lor q)}{\frac{1}{16\beta K} (p - q)^2 n} \leq \frac{64\beta K^2 C^2(p \lor q)}{(p - q)^2},
\]

as wanted.

**Proof of Claim 1.** Recall the notation \( N(u) = \{v : \|\hat{A}_u - \hat{A}_v\|_2^2 \leq \mu K^2 \frac{d}{n}\} \). Furthermore, by a Chernoff bound, we have \( d \leq 2(p \lor q)n \) with probability at least \( 1 - \exp(-C \mu n) \). We condition on this event so that if \( v \in N(u) \), then \( \|\hat{A}_u - \hat{A}_v\|_2 \leq 2\mu K^2 (p \lor q) \). We prove the claim by showing that an invalid point \( u \) cannot have \( \frac{1}{\mu K} \) neighbors.

By the definition of invalidity, \( \|\hat{A}_u - Z_i\|_2^2 \geq \frac{1}{16\beta K} (p - q)^2 n \), for any \( Z_i \). Let \( v \) be a neighbor of \( u \). By the triangle inequality, we then have

\[
\|\hat{A}_v - Z(v)\|_2 \geq \|\hat{A}_u - Z(v)\|_2 - \|\hat{A}_u - \hat{A}_v\|_2 \\
\geq \sqrt{\frac{1}{16\beta K} (p - q)^2 n} - \sqrt{\frac{1}{16\beta K} (p - q)^2 n} \\
\geq \sqrt{\frac{1}{64\beta K} (p - q)^2 n} - \sqrt{\frac{1}{64\beta K} (p - q)^2 n} \\
= \sqrt{\frac{1}{64\beta K} (p - q)^2 n},
\]

where (a) follows from our assumption coupled with the choice of \( C \geq 1 \), which essentially states that

\[
2\mu K^2 (p \lor q) \leq \frac{1}{128\beta K} (p - q)^2 n < \frac{1}{64\beta K} (p - q)^2 n.
\]
Thus, for every neighbor $v$ of $u$, we must have $\|\hat{A}_v - P_v\|_2^2 \geq \frac{1}{64\beta K} (p - q)^2 n$. The number of neighbors of $u$ may be bounded by

$$\sum_{v=1}^n \|\hat{A}_v - P_v\|_2^2 \leq \frac{4KC^2 n(p \lor q)}{16\beta K} (p - q)^2 n \leq \frac{256 \beta C^2 (p \lor q)}{(p - q)^2}.$$ 

By assumption, this quantity is less than $\frac{1}{\mu}$.\[\]

**Proof of Claim 2:** We first claim that in every cluster, at least half the points $u$ satisfy $\|\hat{A}_u - P_u\|_2^2 \leq \frac{1}{4}\mu K^2 (p \lor q)$. This is because the total error is bounded by $\sum_{u=1}^n \|\hat{A}_u - P_u\|_2^2 \leq 4KC^2 n(p \lor q)$, so the total number of points that violate the condition is at most $\frac{4KC^2 n(p \lor q)}{\frac{1}{4}\mu K^2 (p \lor q)} \leq \frac{n}{2\beta K}$; using the assumption that $\mu \geq 32C^2 \beta$.

For two points $u$ and $v$ in the same cluster satisfying $\|\hat{A}_w - P_w\|_2^2 \leq \frac{1}{4}\mu K^2 (p \lor q)$ for $w \in \{u, v\}$, we also have $\|\hat{A}_u - \hat{A}_v\|_2^2 \leq \mu K^2 (p \lor q)$, by the triangle inequality. Thus, every cluster contains a point $u$ such that $N(u) \geq \frac{n}{2\beta K} \geq \frac{1}{\mu} \frac{n}{K}$, since $\mu \geq 32C^2 \beta > 2\beta$ by our choice of $C > 1$.

Suppose that at iteration $r$, the set $S$ consists of points $s_1, \ldots, s_r$, where $1 \leq r < K$, and suppose for a contradiction that $s_{r+1}$ is such that $Z(s_{r+1}) = Z(s_i)$ for some $1 \leq i \leq r$. Since $s_i$ and $s_{r+1}$ are both valid points, the triangle inequality implies $\|\hat{A}_{s_{r+1}} - \hat{A}_{s_i}\|_2^2 \leq \frac{1}{2\beta K} (p - q)^2 n$.

On the other hand, since $S$ does not yet have cardinality $K$, some $Z_j$ must exist without a surrogate in $S$. The cluster that corresponds to $Z_j$ must, by our neighborhood size analysis, contain a node $u$ such that $N(u) \geq \frac{n}{K}$ and

$$\|\hat{A}_u - Z_j\|_2^2 \leq \frac{1}{4}\mu K^2 (p \lor q) \leq \frac{1}{16\beta K} (p - q)^2 n,$$

where the second inequality follows by assumption. Since $Z_j \neq Z(s_i)$ for any $1 \leq i \leq r$, we have $\|Z_j - Z(s_i)\|_2^2 \geq \frac{1}{4\beta K} (p - q)^2 n$, for all $1 \leq i \leq r$. By Claim 1, all $s_i$'s are valid, so $\|\hat{A}_{s_i} - Z(s_i)\|_2^2 \leq \frac{1}{16\beta K} (p - q)^2 n$. Hence, by the triangle inequality, we have $\|\hat{A}_u - \hat{A}_{s_i}\|_2^2 \geq \frac{1}{32\beta K} (p - q)^2 n$, for all $s_i \in S$. This is a contradiction because $u$ is further from every point in $S$ than $s_{r+1}$, so our assumption that $Z(s_{r+1}) = Z(s_i)$ must be incorrect. \[\]

**B.3. Choosing the label $l^*$.** First, we show that for sufficiently well-separated labels, $\hat{I}_l$ is close to $\frac{(P_l - Q_l)^2}{P_l \lor Q_l}$. If the probabilities are not well-separated, we claim that $\hat{I}_l$ is negligibly small.
Proposition B.3. Suppose $\frac{1}{\rho_L} \leq \frac{P_l}{Q_l} \leq \rho_L$ for all $l$. Let $\sigma^l$ be the output of spectral clustering based on $\tilde{A}_{ij} = 1(A_{ij} = l)$, and let $\hat{P}_l$ and $\hat{Q}_l$ be estimates of $P_l$ and $Q_l$ constructed from $\sigma^l$. There exist constants $C_{\text{test}}, C_1, C_2, C$, and $\delta_p$ such that, with probability at least $1 - n^{-(3+\delta_p)}$:

1. For all labels $l$ satisfying $P_l \lor Q_l > \frac{c}{n}$ and $\Delta_l \geq \frac{\sqrt{C_{\text{test}}} \sqrt{P_l \lor Q_l}}{n}$,

   \begin{align}
   \frac{C_1 |P_l - Q_l|}{\sqrt{P_l \lor Q_l}} \leq \frac{|\hat{P}_l - \hat{Q}_l|}{\sqrt{\hat{P}_l \lor \hat{Q}_l}} \leq \frac{C_2 |P_l - Q_l|}{\sqrt{P_l \lor Q_l}},
   \end{align}

2. For all labels satisfying $P_l \lor Q_l > \frac{c}{n}$ and $\Delta_l < \frac{\sqrt{C_{\text{test}}} \sqrt{P_l \lor Q_l}}{n}$,

   \begin{align}
   \frac{|\hat{P}_l - \hat{Q}_l|}{\sqrt{\hat{P}_l \lor \hat{Q}_l}} \leq C \sqrt{\frac{1}{n}}.
   \end{align}

Proof. Recall from Proposition B.1 that given a clustering with error rate $\gamma$, and under the assumptions $P_l \lor Q_l > \frac{c}{n}$ and $\Delta_l^2 \leq \frac{\sqrt{P_l \lor Q_l}}{n}$, the estimated probabilities $\hat{P}_l$ and $\hat{Q}_l$ satisfy

\[ |\hat{P}_l - P_l| \leq \eta \Delta_l, \quad \text{and} \quad |\hat{Q}_l - Q_l| \leq \eta \Delta_l, \]

with probability at least $1 - n^{-(3+\delta_p)}$. We first pick a value of $\gamma$ such that $\eta < \frac{1}{4}$. We now ensure that the error rate obtained from Proposition B.2 matches our choice of $\gamma$. Recall that Proposition B.2 states that if $P_l \lor Q_l > \frac{c}{n}$ and $C_1 \frac{\sqrt{P_l \lor Q_l}}{n} \leq 1$, we have $l(\sigma, \sigma_0) \leq C_2 \frac{\sqrt{P_l \lor Q_l}}{n}$, for appropriate constants $C_1$ and $C_2$. In particular, for $C_{\text{test}} \geq 1$ sufficiently large,

\[ C_1 \frac{P_l \lor Q_l}{n(P_l - Q_l)^2} \leq \frac{C_1}{C_{\text{test}}} < 1, \quad \text{and} \quad \frac{l(\sigma, \sigma_0)}{\frac{C_2}{n(P_l - Q_l)^2}} \leq \frac{C_2}{C_{\text{test}}} < \gamma, \]

for all labels $l$ such that $\Delta_l \geq \frac{\sqrt{C_{\text{test}}} \sqrt{P_l \lor Q_l}}{n}$. Next, note that

\[ |\hat{P}_l - \hat{Q}_l| \leq |\hat{P}_l - P_l| + |P_l - Q_l| \leq |\hat{Q}_l - Q_l| \leq 2\eta \Delta_l + \Delta_l \leq \frac{3}{2} \Delta_l, \]

\[ |\hat{P}_l - \hat{Q}_l| \geq |P_l - Q_l| - (\hat{Q}_l - Q_l) - |\hat{P}_l - P_l| \geq \Delta_l - 2\eta \Delta_l \geq \frac{1}{2} \Delta_l. \]
Furthermore,
\[ \hat{P}_l \vee \hat{Q}_l \leq (P_l \vee Q_l) + \eta \Delta_l \leq (P_l \vee Q_l) + \eta (P_l \vee Q_l) \leq \frac{5}{4}(P_l \vee Q_l), \]
and
\[ \hat{P}_l \vee \hat{Q}_l \geq (P_l \vee Q_l) - \eta \Delta_l \geq \frac{3}{4}(P_l \vee Q_l). \]
We conclude that
\[ \frac{1}{\sqrt{5}} \frac{\Delta_l}{P_l \vee Q_l} \leq \frac{|\hat{P}_l - \hat{Q}_l|}{\sqrt{\hat{P}_l \vee \hat{Q}_l}} \leq \frac{3}{\sqrt{3}} \frac{\Delta_l}{P_l \vee Q_l}. \]
Now suppose \( \Delta_l^2 < C_{\text{test}} \frac{P_l \vee Q_l}{n} \). Note that this does not necessarily imply \( \Delta_l^2 \leq \frac{P_l \vee Q_l}{n} \), since \( C_{\text{test}} \geq 1 \). However, we may take the maximum of the bounds in Proposition B.1, so with probability at least \( 1 - L n^{-(3+\delta_p)} \),
\[ |\hat{P}_l - P_l| \leq \eta \left( \Delta_l \vee \sqrt{\frac{P_l \vee Q_l}{n}} \right) \leq \sqrt{\frac{C_{\text{test}}}{4}} \frac{P_l \vee Q_l}{n}, \]
using the choice \( \eta \leq \frac{1}{4} \). An analogous bound holds for \( |\hat{Q}_l - Q_l| \). Hence,
\[ |\hat{P}_l - \hat{Q}_l| \leq \Delta_l + |\hat{P}_l - P_l| + |\hat{Q}_l - Q_l| \leq \Delta_l + \frac{\sqrt{C_{\text{test}}}}{2} \sqrt{\frac{P_l \vee Q_l}{n}} \leq \frac{3}{2} \sqrt{C_{\text{test}}} \sqrt{\frac{P_l \vee Q_l}{n}}. \]
Now note that
\[ \hat{P}_l \vee \hat{Q}_l \geq (P_l \vee Q_l) - \frac{\sqrt{C_{\text{test}}}}{4} \sqrt{\frac{P_l \vee Q_l}{n}} \geq C' (P_l \vee Q_l), \]
for some constant \( C' \). It follows that \( \frac{|\hat{P}_l - \hat{Q}_l|}{\sqrt{\hat{P}_l \vee \hat{Q}_l}} \leq C \sqrt{\frac{1}{n}} \).

We apply Proposition B.3 to conclude that Algorithm 4.3 succeeds in choosing a color \( l^* \) for which \( \frac{n(P_{l^*} \vee Q_{l^*})^2}{P_{l^*} \vee Q_{l^*}} \) is arbitrarily large:

PROPOSITION B.4. Suppose \( a_n := \frac{n l}{P_{l^*}} \to \infty \). For sufficiently large \( n \), with probability at least \( 1 - 2 L n^{-(3+\delta_p)} \), we have \( \frac{n(P_{l^*} \vee Q_{l^*})^2}{P_{l^*} \vee Q_{l^*}} \geq C a_n \), for some constant \( C \).
SUPPLEMENT: COMMUNITY ESTIMATION IN THE WEIGHTED SBM

Proof. Let $C_{\text{test}}$ be the constant in Proposition B.3. By Lemma B.6, we know that $I_L$ is of the same order as $\sum_{l \in L_1} \frac{\Delta_l}{\sqrt{Q_l}}$, implying the existence of a label $l$ such that $\Delta_l \geq C_{\text{test}} \frac{\Delta_l}{\sqrt{Q_l}}$ and $\frac{n \Delta_l^2}{\sqrt{Q_l}} \geq C_n \rho_L$, for a constant $C$. Suppose the event of Proposition B.3 holds, which happens with probability at least $1 - L n^{-(3+\delta)}$.

**Step 1.** We claim that $l^*$ satisfies $\Delta_l^* \geq C_{\text{test}} \frac{\Delta_l^*}{\sqrt{Q_l}}$. Let $l$ be a label such that $\frac{n \Delta_l^2}{\sqrt{Q_l}} \geq C_n \rho_L$, and suppose the claim is false. By Proposition B.3 and the maximality of $l^*$, we have

$$|\hat{P}_l - \hat{Q}_l| \leq C |\hat{P}_l^* - \hat{Q}_l^*| \leq C \sqrt{\frac{T}{n}},$$

Proposition B.3 also implies that

$$\frac{|\hat{P}_l - \hat{Q}_l|}{\sqrt{P_l \lor Q_l}} \geq C' \frac{|P_l - Q_l|}{\sqrt{P_l \lor Q_l}} \geq C'' \sqrt{\frac{a_n \rho_L^4}{n}}.$$

However, this is a contradiction, since $a_n \to \infty$ and $\rho_L \geq 1$.

**Step 2:** Again, let $l$ be a label such that $\frac{n \Delta_l^2}{\sqrt{Q_l}} \geq C_n \rho_L$. By Proposition B.3, we then have

$$\frac{|P_l - Q_l|}{\sqrt{P_l \lor Q_l}} \geq \frac{|\hat{P}_l^* - \hat{Q}_l^*|}{\sqrt{P_l^* \lor Q_l^*}} \geq \frac{|\hat{P}_l - \hat{Q}_l|}{\sqrt{P_l \lor Q_l}} \geq C'' \frac{|P_l - Q_l|}{\sqrt{P_l \lor Q_l}} \geq C'' \sqrt{\frac{a_n \rho_L^4}{n}},$$

implying the desired result. \qed

**B.4. Analysis of error probability for a single node.**

**Proposition B.5.** Let $u$ be an arbitrary fixed node, and let $\tilde{\sigma}_u$ be the output of Algorithm 4.3. Suppose $\pi_u \in S_K$ satisfies

$$l(\sigma_0, \tilde{\sigma}_u) = d(\sigma_0, \pi_u(\tilde{\sigma}_u)),$$

where both $l$ and $d$ are taken with respect to the set $\{1, 2, \ldots, n\} \setminus \{u\}$. Conditioned on the events that the error rate $\gamma$ of $\tilde{\sigma}_u$ satisfies $\gamma \rho_L^4 \to 0$, and also the event that the result of Proposition B.1 holds for a sequence $\eta$ satisfying $\eta \rho_L^2 \to 0$, we have

$$\pi_u^{-1}(\sigma_0(u)) = \arg \max_k \sum_{v : \tilde{\sigma}_u(v) = k} \sum_l \log \frac{\hat{P}_l}{\hat{Q}_l} 1(A_{uv} = l),$$

with probability at least $1 - (K - 1) \exp \left(-1 - o(1) \frac{\eta \rho_L^2}{\pi_K I_L}\right).$
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Proof. Throughout the proof, we assume that \( n \) is large enough so 
\[
\frac{1}{2} \sum_l (\sqrt{P_l} - \sqrt{Q_l})^2 \leq \frac{1}{2}.
\]
Suppose without loss of generality that \( \sigma_0(u) = 1 \) and \( \pi_u \) is the identity. We misclassify \( u \) into community \( k \) if
\[
\sum_{v:\tilde{\sigma}_u(v)=k} \log \frac{\hat{P}_l}{\hat{Q}_l} \mathbf{1}(A_{uv} = l) \geq \sum_{v:\tilde{\sigma}_u(v)=1} \sum_l \log \frac{\hat{P}_l}{\hat{Q}_l} \mathbf{1}(A_{uv} = l),
\]
or equivalently,
\[
\sum_{v:\tilde{\sigma}_u(v)=k} \bar{A}_{uv} - \sum_{v:\tilde{\sigma}_u(v)=1} \bar{A}_{uv} \geq 0,
\]
where \( \bar{A}_{uv} \equiv \sum_l \log \frac{\hat{P}_l}{\hat{Q}_l} \mathbf{1}(A_{uv} = l) \). Note that the edges from \( u \) are independent of the clustering \( \tilde{\sigma}_u \), since this clustering was obtained by running the algorithm with vertex \( u \) excluded.

Define \( m_1 = |\{v : \tilde{\sigma}_u(v) = 1\}| \) and \( m_k = |\{v : \tilde{\sigma}_u(v) = k\}| \), and let \( m'_1 = \{v : \tilde{\sigma}_u(v) = 1, \sigma_0(v) = 1\} \) be the points correctly clustered by \( \sigma_u \). Let \( m'_k = \{v : \tilde{\sigma}_u(v) = k, \sigma_0(v) = k\} \) denote the points correctly classified by \( \tilde{\sigma}_u \) in community \( k \). With these definitions, the probability of the bad event in equation (14) is the probability of the event
\[
\exp \left( t \left( \sum_{i=1}^{m'_k} \hat{Y}_i + \sum_{i=1}^{m_k-m'_k} \tilde{X}_i \right) - \sum_{i=1}^{m'_1} \tilde{X}_i + \sum_{i=1}^{m'_1} \hat{Y}_i \right) \geq 1.
\]
where \( \tilde{X}_i = \log \frac{\hat{P}_l}{\hat{Q}_l} \) with probability \( P_l \) and \( \hat{Y}_i = \log \frac{\hat{P}_l}{\hat{Q}_l} \) with probability \( Q_l \). (For simplicity, we abuse notation and write \( \hat{Y}_i \) and \( \tilde{X}_i \) in both bracketed terms. These random variables are not the same, but are independent and identical copies.) This is equal to the probability of the event
\[
\exp \left( t \left( \sum_{i=1}^{m'_k} \hat{Y}_i + \sum_{i=1}^{m_k-m'_k} \tilde{X}_i - \sum_{i=1}^{m'_1} \tilde{X}_i + \sum_{i=1}^{m'_1} \hat{Y}_i \right) \right) \geq 1.
\]
We further bound this probability as follows:

\[
P \left( \exp \left( t \left( \sum_{i=1}^{m'_{k}} \tilde{Y}_{i} + \sum_{i=1}^{m'_{k}} \tilde{X}_{i} - \sum_{i=1}^{m'_{k}} \tilde{X}_{i} - \sum_{i=1}^{m'_{k}} \tilde{Y}_{i} \right) \right) \geq 1 \right)
\]

\[
\leq E \left[ \exp \left( t \left( \sum_{i=1}^{m'_{k}} \tilde{Y}_{i} + \sum_{i=1}^{m'_{k}} \tilde{X}_{i} - \sum_{i=1}^{m'_{k}} \tilde{X}_{i} - \sum_{i=1}^{m'_{k}} \tilde{Y}_{i} \right) \right) \right]
\]

\[
= E[\exp(t\tilde{Y}_{i})]E[\exp(t\tilde{X}_{i})]E[\exp(-t\tilde{X}_{i})]E[\exp(-t\tilde{Y}_{i})]^{m_1-m'_1}
\]

\[
= \left( \sum_{l} e^{t \log \frac{\tilde{P}_{l}}{\tilde{Q}_{l}} P_{l}} \right)^{m'_{k}} \left( \sum_{l} e^{-t \log \frac{\tilde{Q}_{l}}{\tilde{P}_{l}} P_{l}} \right)^{m_1-m'_1}
\]

We will set \( t = \frac{1}{2} \), in which case

\[
\left( \sum_{l} \sqrt{\frac{\tilde{P}_{l}}{\tilde{Q}_{l}}} \right)^{m'_{k}} \left( \sum_{l} \sqrt{\frac{\tilde{P}_{l}}{\tilde{Q}_{l}}} P_{l} \right)^{m_1-m'_1} = \left( \sum_{l} \sqrt{\frac{\tilde{Q}_{l}}{\tilde{P}_{l}}} \right)^{m_1}
\]

(15)

Loosely speaking, we will show that the first pair of terms is bounded in magnitude by \( \exp(o(I_L) n) \), and the second pair of terms is bounded by \( \exp(-\frac{n}{jL}(1 + o(1)) I_L) \).

**Bound for first pair.** We derive a number of separate lemmas bounding various intermediate terms in the computation. In particular, we use the bounds from Lemmas B.5, B.4, and B.6 in the following sequence of
inequalities:

\[
1 - \left| \frac{\sum_i \sqrt{\frac{P_i}{Q_i}} P_i}{\sum_i \sqrt{\frac{P_i}{Q_i}} Q_i} \right| \leq \frac{8}{\sum_i \sqrt{P_i Q_i}} \left| \sum_i \sqrt{\frac{P_i}{Q_i}} (P_i - Q_i) \right|^{(a)} \\
\leq 16 \sum_i \left( \sqrt{\frac{P_i}{Q_i}} - 1 \right) (P_i - Q_i)^{(b)} \\
\leq 16 \sum_{l \in L_1} \left( \sqrt{\frac{P_l}{Q_l}} - 1 \right) (P_l - Q_l) + 16 \sum_{l \notin L_1} \sqrt{\frac{P_l}{Q_l}} - 1 \left| P_l - Q_l \right| \\
\leq 16 \sum_{l \in L_1} \frac{\Delta_l^2}{P_l Q_l} (1 + \eta') + \sum_{l \notin L_1} 32\rho_L \Delta_l \sqrt{\frac{n(P_l \lor Q_l)}{n(P_l \lor Q_l)^{(c)}}} \\
\leq 16 \rho_L \sum_{l \in L_1} \frac{\Delta_l^2}{P_l Q_l} (1 + \eta') + \sum_{l \notin L_1} 32\rho_L \Delta_l \sqrt{\frac{n(P_l \lor Q_l)}{n(P_l \lor Q_l)}}^{(e)} \\
\leq CI_L \rho_L (1 + \eta') + C' \rho_L \frac{L}{n} \leq C \rho_L I_L.
\]

In (a), we have used Lemma B.5. In (b), we have used the fact \(\sum_i \sqrt{P_i Q_i} \to 1\), so this sum exceeds \(\frac{1}{2}\) when \(n\) is sufficiently large. In (c), we have employed Lemma B.4, which appropriately bounds the term \(\left( \sqrt{\frac{P_l}{Q_l}} - 1 \right)\). Here, \(\eta' = o(1)\). Inequality (d) follows from Lemma B.6. Finally, inequality (e) follows from the assumption that \(I_k n L \rho_L \to \infty\) (note that \(\rho_L \geq 1\)) and by appropriately redefining \(\eta'\). Identical analysis shows that

\[
1 - \left| \frac{\sum_i \sqrt{\frac{Q_i}{P_i}} Q_i}{\sum_i \sqrt{\frac{Q_i}{P_i}} P_i} \right| \leq C \rho_L I_L.
\]

Finally, note that \(|x| \leq \exp(|1 - x|)\), so we have the bound

\[
\left( \frac{\sum_i \sqrt{\frac{P_i}{Q_i}} P_i}{\sum_i \sqrt{\frac{P_i}{Q_i}} Q_i} \right)^{m_k - m_k'} \left( \frac{\sum_i \sqrt{\frac{Q_i}{P_i}} Q_i}{\sum_i \sqrt{\frac{Q_i}{P_i}} P_i} \right)^{m_1 - m_1'} \\
\leq \exp \left( C \rho_L I_L (m_k - m_k' + m_1 - m_1') \right) \leq \exp (CI_L \rho_L \gamma n).
\]

Since \(\gamma \rho_L = o(1)\), we obtain the desired bound \(\exp \left( \frac{n}{R} o(I_L) \right)\).
Bound for second pair. Let \( \hat{I} = -\log \left( \sum_l \sqrt{\frac{\hat{P}_l}{Q_l}} \right) \left( \sum_l \sqrt{\frac{\hat{Q}_l}{P_l}} \right) \). With this definition, we have

\[
\left( \sum_l \sqrt{\frac{\hat{P}_l}{Q_l}} \right)^{m_k} \left( \sum_l \sqrt{\frac{\hat{Q}_l}{P_l}} \right)^{m_1} = \exp(-\hat{I}) \frac{m_k + m_1}{2} \left( \sum_l \sqrt{\frac{\hat{P}_l}{Q_l}} \right)^{\frac{m_k - m_1}{2}} \left( \sum_l \sqrt{\frac{\hat{Q}_l}{P_l}} \right)^{\frac{m_1 - m_k}{2}}.
\]

We claim that the following statements are true:

1. \( m_1, m_k \geq \frac{n}{\beta K} (1 - \beta K \gamma) \).
2. \( \hat{I} \geq I_L (1 + o(1)) \).
3. \( \left( \sum_l \sqrt{\frac{\hat{P}_l}{Q_l}} \right)^{\frac{m_k - m_1}{2}} \left( \sum_l \sqrt{\frac{\hat{Q}_l}{P_l}} \right)^{\frac{m_1 - m_k}{2}} = \exp \left( \frac{n}{K} o(I_L) \right) \).

Let us first assume these statements are true and derive the bound. We have

\[
\exp(-\hat{I}) \frac{m_k + m_1}{2} \left( \sum_l \sqrt{\frac{\hat{P}_l}{Q_l}} \right)^{\frac{m_k - m_1}{2}} \left( \sum_l \sqrt{\frac{\hat{Q}_l}{P_l}} \right)^{\frac{m_1 - m_k}{2}} \leq \exp \left( -I_L (1 + o(1)) \frac{n}{\beta K} (1 - \beta K \gamma) + \frac{n}{K} o(I_L) \right) \leq \exp \left( -(1 + o(1)) \frac{n}{\beta K} I_L \right),
\]

where the last inequality holds since \( \gamma = o(1) \). It remains to prove the claims.

**Claim 1:** This is straightforward. The labeling \( \hat{\sigma}_u \) has at most \( \gamma n \) errors, so \( m_1 \geq m'_1 \geq \frac{n}{\beta K} - \gamma n \). A similar argument works for \( m_k \).

**Claim 2:** We begin by writing

\[
\hat{I} - I_L = -\log \frac{\left( \sum_l \sqrt{\frac{\hat{P}_l}{Q_l}} \right) \left( \sum_l \sqrt{\frac{\hat{Q}_l}{P_l}} \right)}{(\sum_l \sqrt{P_l Q_l})^2}.
\]
Let us first consider the numerator:
\[
\left( \sum_{l} \sqrt{\frac{P_l}{Q_l}} Q_l \right) \left( \sum_{l} \sqrt{\frac{Q_l}{P_l}} P_l \right) = \left( \sum_{l} \sqrt{P_l Q_l} \frac{P_l}{\sqrt{Q_l}} \right) \left( \sum_{l} \sqrt{P_l Q_l} \frac{Q_l}{\sqrt{P_l}} \right) = \sum_{l} P_l Q_l + 2 \sum_{l<l'} \sqrt{P_l Q_l P_{l'} Q_{l'}} + \sum_{l<l'} \sqrt{P_l Q_l P_{l'} Q_{l'}} \left( \sqrt{T_{l,l'}} + \frac{1}{\sqrt{T_{l,l'}}} - 2 \right) = \left( \sum_{l} \sqrt{P_l Q_l} \right)^2 + \sum_{l<l'} \sqrt{P_l Q_l P_{l'} Q_{l'}} \left( \sqrt{T_{l,l'}} + \frac{1}{\sqrt{T_{l,l'}}} - 2 \right),
\]
where \( T_{l,l'} := \frac{\hat{P}_l Q_l \hat{P}_{l'} Q_{l'}}{\hat{P}_l Q_{l'} \hat{P}_{l} Q_{l}} \). Furthermore, assuming \( \sum_{l} \sqrt{P_l Q_l} \geq 1/2 \), we have
\[
\hat{l} - I_L = -\log \left( 1 + 1 + 4 \sum_{l<l'} \sqrt{P_l Q_l P_{l'} Q_{l'}} \left( \sqrt{T_{l,l'}} + \frac{1}{\sqrt{T_{l,l'}}} - 2 \right) \right) \geq -\log \left( 1 + 4 \sum_{l<l'} \sqrt{P_l Q_l P_{l'} Q_{l'}} \left( \sqrt{T_{l,l'}} + \frac{1}{\sqrt{T_{l,l'}}} - 2 \right) \right)
\]
(16) 
\[
-4 \sum_{l<l'} \sqrt{P_l Q_l P_{l'} Q_{l'}} \left( \sqrt{T_{l,l'}} + \frac{1}{\sqrt{T_{l,l'}}} - 2 \right).
\]
We now bound \(|T_{l,l'} - 1|\):
\[
|T_{l,l'} - 1| = \left| \frac{\hat{P}_{l} Q_l P_{l'} Q_{l'}}{\hat{P}_l Q_{l'} \hat{P}_{l'} Q_{l}} - 1 \right|
= \left| \left( 1 - \frac{P_l - \hat{P}_l}{\hat{P}_l} \right) \left( 1 - \frac{\hat{Q}_l - Q_l}{Q_l} \right) \left( 1 - \frac{P_{l'} - \hat{P}_{l'}}{\hat{P}_{l'}} \right) \left( 1 - \frac{\hat{Q}_{l'} - Q_{l'}}{Q_{l'}} \right) - 1 \right|
\leq 2 \left( \frac{|P_l - \hat{P}_l|}{\hat{P}_l} + \frac{|\hat{Q}_l - Q_l|}{Q_l} + |\hat{P}_{l'} - P_{l'}| + |\hat{Q}_{l'} - Q_{l'}| \right)
\leq 4 \left( \frac{|P_l - \hat{P}_l|}{\hat{P}_l} + \frac{|\hat{Q}_l - Q_l|}{Q_l} + \frac{|P_{l'} - \hat{P}_{l'}|}{\hat{P}_{l'}} + \frac{|\hat{Q}_{l'} - Q_{l'}|}{Q_{l'}} \right),
\]
where (a) and (b) follow from Lemma B.3. Since we only work with pairs \((l,l')\) such that \(l' > l\), we may choose any ordering we like. Thus, suppose the \(l's\) are ordered in decreasing order of \(\frac{|P_l - \hat{P}_l|}{\hat{P}_l} + \frac{|\hat{Q}_l - Q_l|}{Q_l}\). For all pairs \(l < l'\), we then have \(|T_{l,l'} - 1| \leq 8 \left( \frac{|P_l - \hat{P}_l|}{\hat{P}_l} + \frac{|\hat{Q}_l - Q_l|}{Q_l} \right)\). By Proposition B.1, we have
\[
\frac{|P_l - \hat{P}_l|}{\hat{P}_l} + \frac{\hat{Q}_l - Q_l}{Q_l} \leq \eta \Delta_l \left( \frac{1}{P_l} + \frac{1}{Q_l} \right) \leq \frac{\eta \Delta_l}{\hat{P}_l \vee Q_l} \leq \frac{\Delta_l}{\hat{P}_l \vee Q_l}.
\]
for any \( l \in L_1 \). For \( l \notin L_1 \), we have
\[
\frac{|P_l - \hat{P}_l|}{P_l} \leq \eta \sqrt{\frac{P_l \vee Q_l}{nP_l^2}} = \eta \frac{P_l \vee Q_l}{P_l} \sqrt{\frac{1}{n(P_l \vee Q_l)}} \leq \eta' \sqrt{\frac{1}{n(P_l \vee Q_l)}},
\]
and similarly for the \( \frac{|Q_l - \hat{Q}_l|}{Q_l} \) term. Plugging these bounds into the previous derivation, we obtain
\[
|T_{l,l'} - 1| \leq \begin{cases} 
\eta' \frac{\Delta_l}{P_l \vee Q_l}, & \text{for } l \in L_1, \\
\eta' \frac{1}{\sqrt{n(P_l \vee Q_l)}}, & \text{for } l \notin L_1.
\end{cases}
\]
Using the Taylor approximation \( \sqrt{T_{l,l'}} + \frac{1}{\sqrt{T_{l,l'}}} - 2 = \frac{1}{2}(T_{l,l'} - 1)^2 + O(T_{l,l'} - 1)^3 \) and continuing the bound (16), we obtain
\[
\hat{I} - I_L \geq -4 \sum_{l \in L_1} \sqrt{P_l Q_l} Q_l \left( \sqrt{T_{l,l'}} + \frac{1}{\sqrt{T_{l,l'}}} - 2 \right) \\
\geq -4 \sum_{l \in L_1} \sum_{l' > l} \sqrt{P_l Q_l} P_{l'} Q_{l'} \left( \sqrt{T_{l,l'}} + \frac{1}{\sqrt{T_{l,l'}}} - 2 \right) \\
- 4 \sum_{l \notin L_1} \sum_{l' > l} \sqrt{P_l Q_l} P_{l'} Q_{l'} \left( \sqrt{T_{l,l'}} + \frac{1}{\sqrt{T_{l,l'}}} - 2 \right) \\
\geq -\sum_{l \in L_1} \sum_{l' > l} \sqrt{P_l Q_l} \left( \sum_{l' > l} \sqrt{P_l \vee Q_l} \right)^2 - \sum_{l \notin L_1} \sum_{l' > l} \sqrt{P_l Q_l} P_{l'} \sqrt{Q_{l'}} \eta' \frac{1}{n(P_l \vee Q_l)} \\
\geq -\eta' \left( \sum_{l \in L_1} \frac{\Delta_l^2}{P_l \vee Q_l} \right) \left( \sum_{l'} \sqrt{P_l \vee Q_l} \right) - \eta' \left( \sum_{l \notin L_1} \frac{\sqrt{P_l Q_l}}{n(P_l \vee Q_l)} \right) \left( \sum_{l'} \sqrt{P_l Q_l} \right) \\
\geq -\eta' \left( \sum_{l \in L_1} \frac{\Delta_l^2}{P_l \vee Q_l} \right) \left( \sum_{l'} \sqrt{P_l Q_l} \right) - \eta' \left( \sum_{l \notin L_1} \frac{1}{n} \right) \left( \sum_{l'} \sqrt{P_l Q_l} \right) \\
\overset{(a)}{=} -o(I_L),
\]
where (a) follows from \( \sum_{l'} \sqrt{P_l Q_l'} \leq 1 \), the statement \( \sum_{l \in L_1} \frac{\Delta_l^2}{P_l \vee Q_l} = \Theta(I_L) \) from Lemma B.6, and our assumption that \( \sum_{l \notin L_1} \frac{1}{n} \leq \frac{L}{n} = o(I_L) \). This proves the claim.
Claim 3. We rewrite the term in claim 3 as follows:

\[
\left( \sum_{l} \sqrt{\frac{P_l}{Q_l}} \right)^{m_k - m_1} \left( \sum_{l} \sqrt{\frac{Q_l}{P_l}} \right)^{m_1 - m_k} = \left( \sum_{l} \sqrt{\frac{P_l}{Q_l}} \right)^{m_k - m_1} \left( \sum_{l} \sqrt{\frac{Q_l}{P_l}} \right)^{m_1 - m_k} = \left( \sum_{l} \sqrt{\frac{P_l}{Q_l}} \right) \left( \sum_{l} \sqrt{\frac{Q_l}{P_l}} \right) \left( \sum_{l} \sqrt{\frac{P_l Q_l}{P_l Q_l}} \right) \left( \sum_{l} \sqrt{\frac{Q_l P_l}{Q_l P_l}} \right).
\]

Assume \( m_k \geq m_1 \). The reverse case may be analyzed in an identical manner. We may rewrite the term as

\[
\left( 1 + \frac{\sum_{l} \sqrt{\frac{P_l}{Q_l}} (Q_l - \hat{Q}_l)}{\sum_{l} \sqrt{\frac{P_l}{Q_l}}} \right)^{m_k - m_1} \left( 1 + \frac{\sum_{l} \sqrt{\frac{Q_l}{P_l}} (\hat{P}_l - P_l)}{\sum_{l} \sqrt{\frac{Q_l}{P_l}}} \right)^{m_1 - m_k}.
\]

Note that \( \sum_{l} \sqrt{P_l Q_l} \to 1 \), so Lemma B.5 implies that the denominators are \( \Theta(1) \). We bound the numerator, as follows:

\[
\left| \sum_{l} \sqrt{\frac{P_l}{Q_l}} (Q_l - \hat{Q}_l) \right| = \left| \sum_{l} \left( \sqrt{\frac{P_l}{Q_l}} - 1 \right) (Q_l - \hat{Q}_l) \right| \\
\leq \left| \sum_{l \in L_1} \left( \sqrt{\frac{P_l}{Q_l}} - 1 \right) (Q_l - \hat{Q}_l) \right| + \left| \sum_{l \notin L_1} \left( \sqrt{\frac{P_l}{Q_l}} - 1 \right) (Q_l - \hat{Q}_l) \right| \\
\leq (a) \left| \sum_{l \in L_1} \left( \sqrt{\frac{P_l}{Q_l}} - 1 \right) \eta \Delta_l \right| + \left| \sum_{l \notin L_1} \left( \sqrt{\frac{P_l}{Q_l}} - 1 \right) \eta \sqrt{\frac{P_l \vee Q_l}{n}} \right| \\
\leq (b) \sum_{l \in L_1} \eta \frac{\Delta_l^2}{Q_l} + \sum_{l \notin L_1} \eta \rho_L \frac{1}{n} \leq \eta \rho_L \sum_{l \in L_1} \frac{\Delta_l^2}{P_l \vee Q_l} + \sum_{l \notin L_1} \eta \rho_L \frac{1}{n} \\
\leq (c) \eta' I_L + \eta' \frac{L}{n} \leq \eta' I_L.
\]

In the above sequence of inequalities, step (a) follows from Proposition B.1, step (b) follows from Lemma B.4, step (c) follows from Lemma B.6 and the
assumption \( \eta \rho_L \to 0 \), and step \((d)\) follows from our assumption \( \frac{L}{n} = o(I_L) \). Thus, we obtain

\[
\left( 1 + \frac{\sum_l \sqrt{\hat{P}_l} (Q_l - \hat{Q}_l)}{\sum_l \sqrt{\hat{Q}_l}} \right)^{m_k - m_1} \leq \exp \left( (m_k - m_1) \log \left( 1 + o(I_L) \right) \right),
\]

proving the claim.

Combining bounds in inequality \((15)\): Altogether, we conclude that the probability of misclassifying \( u \) into some cluster \( k \neq 1 \) is at most \( \exp \left( \frac{n}{K} o(I_L) \right) \). Taking a union bound over all clusters \( k \neq 1 \) completes the proof.

**B.5. Additional lemmas for Proposition 6.1.**

**Lemma B.2.** Let \( L, P_l, Q_l, \rho_L \), and \( I_L \) satisfy the assumptions in Proposition 6.1. Define the new probabilities of edge labels as follows:

\[
P'_l := P_l (1 - \delta) + \frac{\delta}{L+1}, \quad \text{and} \quad Q'_l := Q_l (1 - \delta) + \frac{\delta}{L+1},
\]

for all \( 0 \leq l \leq L \), where \( \delta = \frac{c(L+1)}{n} \). Let \( I'_L \) denote the Renyi divergence between \( P'_l \) and \( Q'_l \). Then for all sufficiently large \( n \), we have \( P'_l, Q'_l > \frac{c}{n} \) for all \( 0 \leq l \leq L \), and

\[
I'_L = I_L (1 + o(1)).
\]

**Proof.** Clearly, \( P'_l, Q'_l > \frac{c}{n} \). For the second part of the lemma, we begin by writing

\[
I_L = -2 \log \sum_{l=0}^L \sqrt{P_l Q_l} = -2 \log \left( 1 - \frac{1}{2} \sum_{l=0}^L (\sqrt{P_l} - \sqrt{Q_l})^2 \right)
\]

\[
= \left( \sum_{l=0}^L (\sqrt{P_l} - \sqrt{Q_l})^2 \right) (1 + o(1)).
\]

Similarly, we have \( I'_L = \left( \sum_{l=0}^L (\sqrt{P'_l} - \sqrt{Q'_l})^2 \right) (1 + o(1)), \) so it is enough to show that

\[
\left( \sum_{l=0}^L (\sqrt{P_l} - \sqrt{Q_l})^2 \right) = \left( \sum_{l=0}^L (\sqrt{P'_l} - \sqrt{Q'_l})^2 \right) (1 + o(1)).
\]
We consider two cases: \( \rho_L = \omega(1) \) and \( \rho_L = \Theta(1) \). If \( \rho_L = \omega(1) \), we choose 
\[
a = \frac{nI_L}{\rho_L(L+1)}
\]
If \( \rho_L = \Theta(1) \), we choose \( a = o\left(\frac{nI_L}{L+1}\right) \) such that \( a \to \infty \). Note 
that in both cases, we have \( a \rho_L \to \infty \) and \( \frac{a(L+1)}{n} = o(I_L) \). We now break 
the set of labels into two groups, where \( G_1 \) contains all labels satisfying 
\( P_l \lor Q_l \leq a \), and \( G_2 = G_1^c \). 

Let \( \Delta_l := |P_l - Q_l| \) and \( \Delta'_l := |P'_l - Q'_l| \). In \( G_1 \), we have \( \Delta_l \leq \frac{a}{n} \), so 
\[
(\sqrt{P_l} - \sqrt{Q_l})^2 = \frac{\Delta_l^2}{(\sqrt{P_l} + \sqrt{Q_l})^2} \leq \Delta_l \leq \frac{a}{n},
\]
and 
\[
(\sqrt{P'_l} - \sqrt{Q'_l})^2 = \frac{(\Delta'_l)^2}{(\sqrt{P'_l} + \sqrt{Q'_l})^2} \leq \Delta'_l = (1 - \delta) \Delta_l \leq (1 - \delta) \frac{a}{n}.
\]

Therefore, 
\[
\left| \sum_{l \in G_1} (\sqrt{P_l} - \sqrt{Q_l})^2 - \sum_{l \in G_1} (\sqrt{P'_l} - \sqrt{Q'_l})^2 \right| \leq \frac{a(L+1)}{n} = o(I_L).
\]

For labels in \( G_2 \), we may write 
\[
\left| \sum_{l \in G_2} (\sqrt{P_l} - \sqrt{Q_l})^2 - \sum_{l \in G_2} (\sqrt{P'_l} - \sqrt{Q'_l})^2 \right| = \sum_{l \in G_2} \frac{\Delta_l^2}{(\sqrt{P_l} + \sqrt{Q_l})^2} \left(1 - (1 - \delta)^2 \frac{(\sqrt{P_l} + \sqrt{Q_l})^2}{(\sqrt{P'_l} + \sqrt{Q'_l})^2}\right).
\]

We analyze the term inside the absolute value as follows:
\[
\frac{(\sqrt{P_l} + \sqrt{Q_l})^2}{(\sqrt{P'_l} + \sqrt{Q'_l})^2} = \left(\frac{\sqrt{P_l} + \sqrt{Q_l}}{\sqrt{P'_l} + \sqrt{Q'_l}}\right)^2 = \left(\frac{\sqrt{P_l} + \sqrt{Q_l}}{\sqrt{P_l} \sqrt{1 - \delta + \frac{\delta}{n_P} + \sqrt{Q_l} \sqrt{1 - \delta + \frac{\delta}{n_Q}}}}\right)^2.
\]

Since \( P_l \lor Q_l > \frac{a}{n} \), we have 
\[
\frac{1}{n(P_l \lor Q_l)} < \frac{1}{a} = o(1), \quad \text{so} \quad \frac{1}{nP_l} \leq \frac{\rho_L}{n(P_l \lor Q_l)} < \frac{\rho_L}{a} = o(1).
\]
Furthermore, since $\delta = o(1)$, we have

$$
\left( \frac{\sqrt{P_l + \sqrt{Q_l}}}{\sqrt{P_l(1 + o(1)) + \sqrt{Q_l}(1 + o(1))}} \right)^2 = 1 + o(1).
$$

Hence, we may conclude that

$$
\sum_{l \in G_2} \frac{\Delta_l^2}{(\sqrt{P_l + \sqrt{Q_l}})^2} \left| 1 - (1 - \delta)^2 \frac{(\sqrt{P_l} + \sqrt{Q_l})^2}{(\sqrt{P_l} + \sqrt{Q_l})^2} \right| = \sum_{l \in G_2} \frac{\Delta_l^2}{(\sqrt{P_l} + \sqrt{Q_l})^2} \cdot o(1) = o(I_L).
$$

Combining the results for $G_1$ and $G_2$, implies that $I'_L = (1 + o(1))I_L$. \qed

We often use the bound $\frac{1}{2} P \leq \hat{P}_l \leq 2P_l$, justified in the following lemma:

**Lemma B.3.** Let $l$ be any label and suppose $\frac{1}{\rho_L} \leq \frac{P_l}{Q_l} \leq \rho_L$ where $\rho_L > 1$; also suppose $P_l, Q_l \geq \frac{c}{n}$. Conditioned on the event that the conclusion of Proposition B.1 holds with a sequence $\eta$ such that $\eta \rho_L^2 \rightarrow 0$, we have

$$
\max_l \left| \frac{\hat{P}_l - P_l}{P_l} \right| \rightarrow 0, \quad \text{and} \quad \max_l \left| \frac{\hat{Q}_l - Q_l}{Q_l} \right| \rightarrow 0.
$$

For sufficiently small $\eta$, we thus have $\frac{1}{2} P_l \leq \hat{P}_l \leq 2P_l$, and likewise for $Q_l$.

**Proof.** We prove the statement first for $P_l$; the same argument applies to $Q_l$. By Proposition B.1, we have that either $|\hat{P}_l - P_l| \leq \eta \Delta_l$ or $|\hat{P}_l - P_l| \leq \eta \sqrt{\frac{P_l \vee Q_l}{n}}$. First suppose $|\hat{P}_l - P_l| \leq \eta \Delta_l$. Then

$$
\frac{|\hat{P}_l - P_l|}{P_l} \leq \eta \frac{\Delta_l}{P_l} \leq \eta (1 + \rho_L) \rightarrow 0.
$$

If instead $|\hat{P}_l - P_l| \leq \eta \sqrt{\frac{P_l \vee Q_l}{n}}$, we have

$$
\frac{|\hat{P}_l - P_l|}{P_l} \leq \eta \sqrt{\frac{P_l}{P_l n}} \leq \eta \sqrt{\frac{P_l}{P_l n}} \sqrt{\frac{1}{c}} \rightarrow 0,
$$

where we use the fact that $\frac{P_l \vee Q_l}{P_l}$ is at most $\rho_L$. \qed
Lemma B.4. Suppose $\frac{1}{\rho_L} \leq \frac{P_l}{Q_l} \leq \rho_L$ and $P_l, Q_l \geq \frac{c}{n}$ for all $l$, where $\rho_L > 1$. Conditioned on the event that the conclusion of Proposition B.1 holds for a sequence $\eta$ such that $\eta \rho_L^2 \rightarrow 0$:

1. For all $l$ satisfying $n \frac{\Delta^2}{P_l \vee Q_l} \geq 1$, we have
   \[
   \left| \frac{\hat{P}_l}{\hat{Q}_l} - 1 \right| \leq \left| \frac{P_l - Q_l}{Q_l} \right| (1 + \eta'),
   \]
   where $\eta' \rightarrow 0$ and $\eta'$ does not depend on the color $l$.

2. For all $l$ satisfying $n \frac{\Delta^2}{P_l \vee Q_l} < 1$, we have
   \[
   \left| \frac{\hat{P}_l}{\hat{Q}_l} - 1 \right| \leq 2 \rho_L \frac{1}{\sqrt{n (P_l \vee Q_l)}}.
   \]

By symmetry, the same bounds also hold for $\frac{\hat{Q}_l}{\hat{P}_l} - 1$.

Proof. First suppose $n \frac{\Delta^2}{P_l \vee Q_l} \geq 1$. By Lemma B.3, we have $\frac{\hat{Q}_l - Q_l}{Q_l} = \eta'$, where $\eta' \rightarrow 0$. In the following derivation, we use $\eta'$ to denote a sequence such that $\eta' = o(1)$; the actual value of $\eta'$ may change from instance to instance. We use $\eta$ to denote a sequence where $\eta \rho_L = o(1)$. We have

\[
\frac{\hat{P}_l}{\hat{Q}_l} - 1 = \frac{\hat{P}_l - P_l + P_l}{\hat{Q}_l - Q_l + Q_l} - 1 = \frac{\hat{P}_l - P_l}{\hat{Q}_l} + \frac{P_l}{\hat{Q}_l} - 1
\]
\[
= \left( \frac{P_l}{\hat{Q}_l} + \frac{\hat{P}_l - P_l}{\hat{Q}_l} \right) \left( 1 - \frac{\hat{Q}_l - Q_l}{Q_l} (1 + \eta') \right) - 1
\]
\[
= \frac{P_l}{\hat{Q}_l} + \frac{\hat{P}_l - P_l}{\hat{Q}_l} - \frac{P_l}{Q_l} \frac{\hat{Q}_l - Q_l}{Q_l} (1 + \eta') - \frac{\hat{P}_l - P_l}{Q_l} \frac{\hat{Q}_l - Q_l}{Q_l} (1 + \eta') - 1
\]
\[
\overset{(a)}{=} \frac{P_l}{\hat{Q}_l} + \frac{\eta \Delta_l}{Q_l} + \rho_L \frac{\eta \Delta_l}{Q_l} (1 + \eta') + \frac{\eta \Delta_l}{Q_l} \eta' - 1
\]
\[
= \frac{P_l}{\hat{Q}_l} + \frac{\eta \Delta_l}{Q_l} + \rho_L \frac{\Delta_l}{Q_l} - 1 = \frac{P_l - Q_l}{Q_l} (1 + \eta').
\]

In (a), we have used the fact that $|\hat{P}_l - P_l| \leq \eta \Delta_l$ and $|\hat{Q}_l - Q_l| \leq \eta \Delta_l$ by Proposition B.1. Applying the inequality $|\sqrt{x} - 1| \leq |x - 1|$ then completes the proof of the first case.
The proof of the second case is almost identical. Suppose \( \frac{n\Delta^2}{l_iQ_l} < 1 \). Then

\[
|\hat{P}_l - P_l| = \eta \sqrt{\frac{P_l \lor Q_l}{n}}, \quad \text{and} \quad |\hat{Q}_l - Q_l| = \eta \sqrt{\frac{P_l \lor Q_l}{n}}.
\]

By Lemma B.3, we have \( \frac{\hat{Q}_l - Q_l}{Q_l} = \eta' \), where \( \eta' = o(1) \). Hence,

\[
\frac{\hat{P}_l}{Q_l} - 1 = \left( \frac{P_l}{Q_l} + \frac{\hat{P}_l - P_l}{Q_l} \right) \left( 1 - \frac{\hat{Q}_l - Q_l}{Q_l}(1 + \eta') \right) - 1
\]

\[
= \frac{P_l}{Q_l} + \frac{\hat{P}_l - P_l}{Q_l} \frac{\hat{Q}_l - Q_l}{Q_l} (1 + \eta') - \frac{\hat{P}_l - P_l}{Q_l} \frac{\hat{Q}_l - Q_l}{Q_l} (1 + \eta') - 1
\]

\[
= \frac{P_l}{Q_l} + \eta \sqrt{\frac{P_l \lor Q_l}{nQ_l^2}} + \rho_L \eta \sqrt{\frac{P_l \lor Q_l}{nQ_l^2}} + \eta \sqrt{\frac{P_l \lor Q_l}{nQ_l^2}} - 1
\]

\[
= \frac{P_l}{Q_l} + \rho L \eta \sqrt{\frac{(P_l \lor Q_l)^2}{nQ_l^2(P_l \lor Q_l)}} - 1
\]

\[
= \frac{P_l}{Q_l} + \eta \rho_L \sqrt{\frac{1}{n(P_l \lor Q_l)}} = \frac{P_l}{Q_l} - \frac{Q_l}{Q_l} + \eta \rho_L \sqrt{\frac{1}{n(P_l \lor Q_l)}}.
\]

Using the inequality \(|\sqrt{1 + x} - 1| \leq x \) for \( x \geq 0 \), we conclude that

\[
\left| \sqrt{\frac{P_l}{Q_l}} - 1 \right| = \left| \sqrt{1 + \frac{P_l - Q_l}{Q_l} + \eta' \rho_L \frac{1}{\sqrt{n(P_l \lor Q_l)}} - 1} \right|
\]

\[
\leq \left| \frac{P_l - Q_l}{Q_l} + \eta' \rho_L \frac{1}{\sqrt{n(P_l \lor Q_l)}} \right|
\]

\[
\overset{(a)}{\leq} 2 \rho_L \frac{1}{\sqrt{n(P_l \lor Q_l)}},
\]

where \( (a) \) follows because we have assumed that \( \frac{n\Delta^2}{P_l \lor Q_l} < 1 \), implying

\[
\left| \frac{P_l - Q_l}{Q_l} \right| \leq \frac{P_l \lor Q_l}{nQ_l^2} = \sqrt{\frac{(P_l \lor Q_l)^2}{nQ_l^2(P_l \lor Q_l)}} \leq \rho_L \frac{1}{\sqrt{n(P_l \lor Q_l)}}.
\]

\[\square\]

The following lemma provides a bound for \( \sqrt{\frac{P_l}{Q_l}} \):
Lemma B.5. Suppose
\[ \frac{\hat{Q}_l - Q_l}{Q_l} = \eta', \quad \text{and} \quad \frac{\hat{P}_l - P_l}{P_l} = \eta', \]
where \( \eta' = o(1) \). For all sufficiently small \( \eta \), we have
\[ \frac{1}{8} \sqrt{\hat{P}_l Q_l} \leq \frac{1}{2} \sqrt{\hat{P}_l Q_l} \leq \sqrt{\hat{P}_l Q_l}. \]

Proof. We have the sequence of equalities
\[
\sqrt{\frac{\hat{P}_l Q_l}{Q_l}} = \sqrt{\frac{\hat{P}_l Q_l}{Q_l}} = \sqrt{\frac{\hat{P}_l Q_l}{Q_l}} \frac{1}{Q_l} = \sqrt{\hat{P}_l Q_l} \left(1 - \frac{\hat{Q}_l - Q_l}{Q_l} (1 + \eta') \right) = \sqrt{\hat{P}_l Q_l} (1 - \eta),
\]
where the penultimate equality uses the fact that \( \frac{\hat{Q}_l - Q_l}{Q_l} \rightarrow 0 \). Taking \( \eta \) sufficiently small yields the upper bound. For sufficiently small \( \eta \), we also have \( \hat{P}_l \geq \frac{1}{2} P_l \) and \( \hat{Q}_l \geq \frac{1}{2} Q_l \), yielding the lower bound.

Lemma B.6. Define \( L_1 = \{l : n \Delta^2_{P_l \lor Q_l} \geq C_{test}^2 \} \). Then
\[ C_1 \sum_{l \in L_1} \frac{\Delta^2_{P_l \lor Q_l}}{P_l \lor Q_l} \leq I_L \leq C_2 \sum_{l \in L_1} \frac{\Delta^2_{P_l \lor Q_l}}{P_l \lor Q_l}, \]
for some constants \( C_1 \) and \( C_2 \).

Proof. Throughout the proof, let \( \eta' \) denote a sequence converging to 0, and let \( C \) denote a \( \Theta(1) \) sequence that may change from line to line. First observe that
\[ I_L = -2 \log \sum_l \sqrt{P_l Q_l} = -2 \log \left(1 - \frac{\sum_l (\sqrt{P_l} - \sqrt{Q_l})^2}{2} \right). \]
Using the fact that \( I_L \rightarrow 0 \) as \( n \rightarrow \infty \), so \( \sum_l (\sqrt{P_l} - \sqrt{Q_l})^2 \rightarrow 0 \), we have the following bound for sufficiently large \( n \):
\[ \frac{1}{2} \sum_l (\sqrt{P_l} - \sqrt{Q_l})^2 \leq I_L \leq 2 \sum_l (\sqrt{P_l} - \sqrt{Q_l})^2. \]
Since \( \sum_l (\sqrt{P_l} - \sqrt{Q_l})^2 = \sum_l \frac{\Delta_l^2}{(\sqrt{P_l}+\sqrt{Q_l})^2} \), there exist constants \( \tilde{C}_1 \) and \( \tilde{C}_2 \) such that
\[
\tilde{C}_1 \sum_l \frac{\Delta_l^2}{\sqrt{P_l} \vee Q_l} \leq I_L \leq \tilde{C}_2 \sum_l \frac{\Delta_l^2}{\sqrt{P_l} \vee Q_l}.
\]

Now note that \( \sum_{l \in L_1} c_1 \Delta_l^2 P_l \vee Q_l \leq L C_2 \text{test} n \), and \( L_n = o(I_L) \) by assumption. Hence, the sum over labels in \( L_1 \) must be \( \Theta(I_L) \), implying inequality (17).

The following lemmas analyze the consensus step of the algorithm:

**Lemma B.7** (Lemma 4 of Gao et al [15]). Let \( \sigma \) and \( \sigma' \) be two clusters such that, for some constant \( C \geq 1 \), the minimum cluster size is at least \( n C \). Define the map \( \xi: [k] \rightarrow [k] \) according to
\[
\xi(k) = \arg \max_{k'} \{|v: \sigma(v) = k\} \cap \{|v: \sigma'(v) = k'\}|.
\]
If \( \min_{\pi \in S_k} l(\pi(\sigma), \sigma') < \frac{1}{C} \), then \( \xi \in S_k \) and \( l(\xi(\sigma), \sigma') = \min_{\pi \in S_k} l(\pi(\sigma), \sigma') \).

**Lemma B.8.** Let \( \sigma, \sigma': [n] \rightarrow [K] \) be two clusterings where the minimum cluster size of \( \sigma \) is \( T \). Let \( \pi, \xi \in S_K \) be such that \( d(\pi(\sigma), \sigma') < \frac{T}{2n} \) and \( d(\xi(\sigma), \sigma') < \frac{T}{2n} \). Then \( \pi = \xi \).

**Proof.** Suppose the contrary, and choose any \( k \) such that \( \pi(k) \neq \xi(k) \). We then have
\[
|\{\sigma(u) = k\} \cap \{\sigma'(u) \neq \pi(k)\}| < n \cdot d(\pi(\sigma), \sigma') < \frac{T}{2},
\]
implying that \( |\{\sigma(u) = k\} \cap \{\sigma'(u) = \pi(k)\}| > \frac{T}{2} \). But then
\[
n \cdot d(\xi(\sigma), \sigma') \geq |\{\sigma(u) = k\} \cap \{\sigma'(u) \neq \xi(k)\}|
\geq |\{\sigma(u) = k\} \cap \{\sigma'(u) = \pi(k)\}| \geq \frac{T}{2},
\]
a contradiction.

**APPENDIX C: PROOF OF PROPOSITION 6.3**

**Note on notation:** In order to simplify presentation, we use slightly different notation from the main paper. In the entirety of Appendices C, D, and E, we drop the subscript \( n \) on \( P_l, Q_l, p(z), q(z), h(z), \gamma(z), I, L, H, \alpha, \) and \( R \), and make the dependence implicit. Furthermore, we drop the subscript
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Φ on \(p(z), q(z), h(z), \phi(z)\), and \(I\). Lastly, we redefine \(P_l = \int_{a_l}^{b_l} p(z)dz\) and \(Q_l = \int_{a_l}^{b_l} q(z)dz\) and use

\[
\tilde{P}_l := (1 - P_0) \int_{a_l}^{b_l} p(z)dz := (1 - P_0) P_l,
\]

\[
\tilde{Q}_l := (1 - Q_0) \int_{a_l}^{b_l} q(z)dz := (1 - Q_0) Q_l.
\]

With the new notation, we have

\[
I_L = -2\log \left( \sqrt{P_0 Q_0} + \sum_{l=1}^{L} \sqrt{\tilde{P}_l \tilde{Q}_l} \right),
\]

\[
I = -2\log \left( \sqrt{P_0 Q_0} + \int_0^1 (1 - P_0) (1 - Q_0) p(z) q(z) dz \right)
\]

in place of \(I_{L_n}\) and \(I_{Q,n}\).

**Proof.** We first show that the likelihood ratio \(\frac{P_l}{Q_l} = \frac{1 - P_0}{1 - Q_0} \frac{P_l}{Q_l}\) satisfies the claimed bounds. Consider an \(l\) such that bin\(_l\) \(\cap R^c = \emptyset\). For all \(z \in\) bin\(_l\), we have \(\frac{1}{\rho} \leq \frac{p(z)}{q(z)} \leq \rho\) by Assumption C2'. It follows that \(\frac{P_l}{Q_l} = \int_{\text{bin}_l} p(z) dz / \int_{\text{bin}_l} q(z) dz \leq \rho\).

The lower bound is derived in the same manner. Since \(\frac{1 - P_0}{1 - Q_0} \in \left[\frac{1}{c_0}, c_0\right]\), we conclude that \(\frac{1}{\rho} \leq \frac{P_l}{Q_l} \leq \rho\).

Now suppose bin\(_l\) \(\cap R^c \neq \emptyset\). Since \(R\) is an interval and that \(\mu\{R^c\} = o(H)\), and since \(L \leq \frac{2}{\pi}\), we conclude that \(\mu\{R^c\} < \frac{1}{\pi L}\) for all sufficiently large \(n\). Thus, only bins \([0, \frac{1}{\pi}]\) and \([1 - \frac{1}{\pi}, 1]\) can satisfy bin\(_l\) \(\cap R^c \neq \emptyset\). Note that Assumption C5' implies both \(p(z)\) and \(q(z)\) are increasing in \([0, \frac{1}{\pi}]\) and decreasing in \([1 - \frac{1}{\pi}, 1]\). Define \(P'_l = \int_{\text{bin}_l \cap R} p(z) dz\) and \(Q'_l = \int_{\text{bin}_l \cap R} q(z) dz\), and define \(P''_l = \int_{\text{bin}_l \cap R^c} p(z) dz\) and \(Q''_l = \int_{\text{bin}_l \cap R^c} q(z) dz\). Then \(P_l = P'_l + P''_l\) and \(Q_l = Q'_l + Q''_l\). Note that \(\frac{1}{\rho} \leq \frac{P'_l}{Q'_l} \leq \rho\) by the same argument as before.

Furthermore, using the monotonic properties of \(p(z)\) and \(q(z)\) in the relevant intervals, we have

\[
P'_l \geq \min_{z \in \text{bin}_l \cap R} \frac{p(z)}{2L} \geq \max_{z \in \text{bin}_l \cap R^c} \frac{p(z)}{2L} \geq P''_l,
\]

where the first inequality follows because \(\mu(R^c) \leq \frac{1}{2\pi L}\), and the second inequality follows from Assumption C5'. Similarly, \(Q'_l \geq Q''_l\). Thus,

\[
\frac{P_l}{Q_l} \leq \frac{2P'_l}{Q'_l} \leq 2\rho, \quad \text{and} \quad \frac{P_l}{Q_l} \geq \frac{P'_l}{2Q'_l} \geq \frac{1}{2\rho}.
\]
Using the bound on $\frac{1 - P_0}{1 - Q_0}$ completes the proof.

We now proceed with bounding $|I - I_L|$. Using the simple relation between Renyi divergence and Hellinger distance detailed in Lemma I.1, we have

$$I = (1 + o(1)) \left\{ (\sqrt{P_0} - \sqrt{Q_0})^2 + \int_0^1 \left( \sqrt{(1 - P_0)p(z)} - \sqrt{(1 - Q_0)q(z)} \right)^2 dz \right\}$$

$$= (1 + o(1)) \left\{ (\sqrt{P_0} - \sqrt{Q_0})^2 + \left( \sqrt{1 - P_0} - \sqrt{1 - Q_0} \right)^2$$

$$+ \sqrt{(1 - P_0)(1 - Q_0)} \int_0^1 \left( \sqrt{p(z)} - \sqrt{q(z)} \right)^2 dz \right\}.$$ 

Likewise,

$$I_L = (1 + o(1)) \left\{ (\sqrt{P_0} - \sqrt{Q_0})^2 + \sum_{l=1}^L \left( \sqrt{P_l} - \sqrt{Q_l} \right)^2 dz \right\}$$

$$= (1 + o(1)) \left\{ (\sqrt{P_0} - \sqrt{Q_0})^2 + \left( \sqrt{1 - P_0} - \sqrt{1 - Q_0} \right)^2$$

$$+ \sqrt{(1 - P_0)(1 - Q_0)} \sum_{l=1}^L \left( \sqrt{P_l} - \sqrt{Q_l} \right)^2 \right\}.$$ 

The key step in completing our proof is the following proposition, proved in Appendix D.1:

**Proposition C.1.** Under Assumptions C1’–C5’, we have

$$\left\| \int_0^1 (\sqrt{p(z)} - \sqrt{q(z)})^2 dz - \sum_{l=1}^L (\sqrt{P_l} - \sqrt{Q_l})^2 \right\| = o \left( \int_0^1 (\sqrt{p(z)} - \sqrt{q(z)})^2 dz \right).$$

The claimed result follows from Proposition C.1 by noticing that

$$I_L = (1 + o(1)) \left\{ (\sqrt{P_0} - \sqrt{Q_0})^2 + \left( \sqrt{1 - P_0} - \sqrt{1 - Q_0} \right)^2$$

$$+ \sqrt{(1 - P_0)(1 - Q_0)} \sum_{l=1}^L (\sqrt{P_l} - \sqrt{Q_l})^2 \right\}$$

$$= (1 + o(1))I.$$ 

The proof of Proposition C.1 contains a number of subparts, which we briefly outline below. Since $p(z)$ and $q(z)$ are easier to handle on the interval
$R$, we initially only concern ourselves with comparing

$$H_R := \int_R (\sqrt{p(z)} - \sqrt{q(z)})^2 dz, \quad \text{and} \quad H^R_L := \sum_{l=1}^L (\sqrt{P'_l} - \sqrt{Q'_l})^2.$$  

We first notice that $\{\text{bin}_l\} \cap R$ constitute an approximately-uniform binning of $R$; i.e., there exist constants $c_{\text{bin}}$ and $C_{\text{bin}}$ such that $\frac{c_{\text{bin}}}{L} \leq |\text{bin}_l \cap R| \leq \frac{C_{\text{bin}}}{L}$. This is reasoned as follows: Since $R$ is an interval, we know that $\text{bin}_l \cap R$ is an interval, as well. The inequality $|\text{bin}_l \cap R| \leq \mu\{R^c\} \leq \frac{1}{2L}$ then implies $\frac{1}{2L} \leq |\text{bin}_l \cap R| \leq \frac{1}{L}$.

In a series of lemmas, we show that the approximately-uniform binning of $R$ leads to several useful bounds on $H_R^R$ and $H^R_L$. In particular, Lemma D.1 shows that as long as $L$ grows, we have $d_L \to \frac{1}{m}$, where $d_L := \sum_l Q'_l \left(\frac{1}{2} \gamma'_l\right)$ and $\gamma'_l = Q'_l - P'_l$. In Lemma D.2, we show that $H_R = \alpha \frac{a^2}{\sqrt{L}}$ for $\alpha = \Theta(\alpha)$. Similarly, Lemma D.3 establishes that $H^R_L = d_L \alpha^2(1 + \eta L)$. We combine the results of Lemmas D.1, D.2, and D.3 in Lemma D.4, to show that $|H_R^R - H^R_L| = o(H_R^R)$. The last step is to bound the difference between the sums and integrals over $R$ and the entire real line.

**APPENDIX D: APPENDIX FOR PROPOSITION 6.3**

**D.1. Proof of Proposition C.1.** Let $a_L$ be an $o(1)$ sequence such that $\mu(R^c) \leq a_L H$. We divide the set of bins into three subsets:

- $L_1 = \{l : \text{bin}_l \cap R^c = \emptyset\}$,
- $L_2 = \{l : \text{bin}_l \cap R^c \neq \emptyset, P_l \vee Q_l \geq 2Ca_L H\}$,
- $L_3 = \{l : \text{bin}_l \cap R^c \neq \emptyset, P_l \lor Q_l \leq 2Ca_L H\}$.

For each bin $l$, define $P'_l = \int_{\text{bin}_l \cap R} p(z) dz$ and $P''_l = \int_{\text{bin}_l \cap R^c} p(z) dz$, and likewise define $Q'_l$ and $Q''_l$. We now proceed in two steps:

**Step 1:** We first claim that for all $l \in L_2$,

$$\left| (\sqrt{P_l} - \sqrt{Q_l})^2 - (\sqrt{P'_l} - \sqrt{Q'_l})^2 \right| \leq a_L H.$$  

Since $\mu(R^c) \leq a_L H$, we have $P''_l = \int_{\text{bin}_l \cap R^c} p(z) dz \leq Ca_L H$, and likewise for $Q''_l$. Then

$$\left(\sqrt{P_l} - \sqrt{Q_l}\right)^2 - \left(\sqrt{P'_l} - \sqrt{Q'_l}\right)^2 = P_l + Q_l - P'_l - Q'_l - 2\sqrt{P_lQ_l} + 2\sqrt{P'_lQ'_l} \leq P''_l + Q''_l - 2\sqrt{P''_lQ''_l} \leq a_L H.$$  

\[(a) \]
Here, inequality (a) holds by the following reasoning: By the AM-GM inequality, we have $2\sqrt{P_l'Q_l'P_l''Q_l''} \leq P_l'Q_l' + P_l''Q_l''$. Thus,

$$P_l'Q_l' + P_l''Q_l'' + 2\sqrt{P_l'Q_l'P_l''Q_l''} \leq (P_l' + P_l'')(Q_l' + Q_l'') = P_lQ_l.$$

Taking square roots, we conclude that $\sqrt{P_l'Q_l'} + \sqrt{P_l''Q_l''} \leq \sqrt{P_lQ_l}$, yielding (a). On the other hand, we have

$$\sqrt{P_lQ_l} - \sqrt{P_l'Q_l'} = \frac{P_lQ_l - P_l'Q_l'}{\sqrt{P_lQ_l} + \sqrt{P_l'Q_l'}} = \frac{P_l'Q_l'' + P_l''Q_l' + P_l''Q_l''}{\sqrt{P_lQ_l} + \sqrt{P_l'Q_l'}} \leq \frac{P_l'Q_l'' + P_l''Q_l' + P_l''Q_l''}{2\sqrt{P_lQ_l}}$$

$$\leq Q_l'' \frac{P_l'}{2\sqrt{P_lQ_l}} + P_l'' \frac{Q_l'}{2\sqrt{P_lQ_l}} + Q_l'' \frac{P_l''}{2\sqrt{P_lQ_l}}.$$

Note that because $P_l'$ and $Q_l'$ are defined on $R$, we have

$$\left|\frac{P_l'}{Q_l'}\right| = \left|\int_{\text{bin}(R)} \frac{p(z)}{Q_l'} dz\right| \leq \int_{\text{bin}(R)} \left|\frac{p(z)}{q(z)}\right| \frac{q(z)}{Q_l'} dz \leq \rho.$$

Thus, $\sqrt{P_l'Q_l'} \leq \sqrt{Q_l'}$, so $Q_l'' \frac{P_l'}{2\sqrt{P_lQ_l}} + P_l'' \frac{Q_l'}{2\sqrt{P_lQ_l}} \leq \sqrt{\rho}(Q_l'' + P_l'')$.

We still need to bound the last term $\frac{Q_l''P_l''}{2\sqrt{P_lQ_l}}$. Since $l \in L_2$, either $P_l \geq 2C\alpha L H$ or $Q_l \geq 2C\alpha L H$. Suppose the former inequality holds; the latter case may be handled in an identical manner. Since $P_l'' \leq C\alpha L H$ and $P_l \geq 2C\alpha L H$, we have $P_l'' \leq P_l'$, so

$$\frac{Q_l''P_l''}{2\sqrt{P_lQ_l}} \leq \frac{P_l''}{2\sqrt{P_lQ_l}} \leq \sqrt{\rho}Q_l'.'$$

Hence, $\sqrt{P_lQ_l} - \sqrt{P_l'Q_l'} \leq 2\sqrt{\rho}(Q_l'' + P_l'')$, so

$$(\sqrt{P_l} - \sqrt{Q_l})^2 - (\sqrt{P_l'} - \sqrt{Q_l'})^2 = P_l + Q_l - P_l' - Q_l' - 2\sqrt{P_lQ_l} + 2\sqrt{P_l'Q_l'}$$

$$\geq P_l'' + Q_l'' - 4\sqrt{\rho}(Q_l'' + P_l'')$$

$$\geq -(4\sqrt{\rho} - 1)(P_l'' + Q_l'')$$

$$\geq -(4\sqrt{\rho} - 1) \cdot 2C\alpha L H.$$

Combining these two bounds yields

$$\left|\left(\sqrt{P_l} - \sqrt{Q_l}\right)^2 - \left(\sqrt{P_l'} - \sqrt{Q_l'}\right)^2\right| \leq C_{C,\rho}\alpha L H,$$
for an appropriate constant $C_{C,p}$. This completes step 1.

**Step 2:** In step 2, we verify that $\{\text{bin}_l\}_{l \in L_1} \cup \{\text{bin}_l \cap R\}_{l \in L_2} \cup \{\text{bin}_l \cap R\}_{l \in L_3}$ constitutes a valid approximately-uniform binning of $R$. First, since $R$ is an interval, it is easy to see that bin $R$ is also an interval. Second, we have $|\text{bin}_l \cap R| \leq \mu\{R^c\} \leq a_L H$. Since $H \leq \frac{1}{L}$ by assumption, we have $\mu\{R^c\} \leq \frac{a_L}{L}$, so there exists a constant $C_{\text{bin}}$ such that $\frac{C_{\text{bin}}}{L} \leq |\text{bin}_l \cap R| \leq \frac{1}{L}$.

**Step 3:** We now turn to main step of the proof. We may bound $|H - H_L|$ as

$$
\left| \sum_{l=1}^{L} (\sqrt{P_l} - \sqrt{Q_l})^2 - \int_{0}^{1} (\sqrt{p(z)} - \sqrt{q(z)})^2 dz \right|
$$

$$
= \left| \sum_{l \in L_1} (\sqrt{P_l} - \sqrt{Q_l})^2 + \sum_{l \in L_2} (\sqrt{P_l} - \sqrt{Q_l})^2 + \sum_{l \in L_3} (\sqrt{P_l} - \sqrt{Q_l})^2 - \int_{0}^{1} (\sqrt{p(z)} - \sqrt{q(z)})^2 dz \right|
$$

(a)\quad \leq \left| \sum_{l \in L_1} (\sqrt{P_l} - \sqrt{Q_l})^2 + \sum_{l \in L_2} (\sqrt{P_l} - \sqrt{Q_l})^2 - \int_{0}^{1} (\sqrt{p(z)} - \sqrt{q(z)})^2 dz \right| + 8Ca_L H
$$

(b)\quad \leq \left| \sum_{l \in L_1} (\sqrt{P_l} - \sqrt{Q_l})^2 + \sum_{l \in L_2} (\sqrt{P_l} - \sqrt{Q_l})^2 - \int_{0}^{1} (\sqrt{p(z)} - \sqrt{q(z)})^2 dz \right| + C_{C,p}a_L H
$$

(c)\quad \leq \left| \sum_{l \in L_1} (\sqrt{P_l} - \sqrt{Q_l})^2 + \sum_{l \in L_2} (\sqrt{P_l} - \sqrt{Q_l})^2 + \sum_{l \in L_3} (\sqrt{P_l} - \sqrt{Q_l})^2 - \int_{0}^{1} (\sqrt{p(z)} - \sqrt{q(z)})^2 dz \right| + C_{C,p}a_L H
$$

(d)\quad \leq \left| \sum_{l \in L_1} (\sqrt{P_l} - \sqrt{Q_l})^2 + \sum_{l \in L_2} (\sqrt{P_l} - \sqrt{Q_l})^2 + \sum_{l \in L_3} (\sqrt{P_l} - \sqrt{Q_l})^2 - \int_{R} (\sqrt{p(z)} - \sqrt{q(z)})^2 dz \right| + C_{C,p}a_L H
$$

(e)\quad \leq C_{C,p}a_L H,

where (a) follows because $P_l \cup Q_l \leq 2Ca_L H$ for all $l \in L_3$, and $|L_3| \leq 2$; (b) follows from step 1 and the fact that $|L_2| \leq 2$; (c) follows because $P_l' \leq P_l$, so $\sum_{l \in L_3} (\sqrt{P_l'} - \sqrt{Q_l'})^2 \leq 2Ca_L H$; (d) follows because $\int_{R} (\sqrt{p(z)} - \sqrt{q(z)})^2$...
\[ \sqrt{q(z)}^2 \leq C \mu \{ R_c \} = C a_L H; \] and (e) follows by Lemma D.4. Since \( a_L \to 0 \), the conclusion follows.

### D.2. Lemmas for Proposition 6.3.

**Lemma D.1.** Let \( d_L = \sum_i Q_i' \left( \frac{\gamma'_i}{Q_i} \right)^2 \). Suppose Assumptions C1’–C5’ hold. Then \( \lim_{L \to \infty} d_L = \frac{1}{4} \).

**Proof.** Let \( h(z) \) be as defined in Assumption C3’; in particular, \( |h(z)| \geq \left| \frac{\gamma'(z)}{q(z)} \right| \vee \left| \frac{q'(z)}{q(z)} \right| \). For a parameter \( 0 < \tau < 1 \) to be chosen later, we call bin \( l \) good if \( \sup_{z \in \text{bin}_l} |h(z)| \leq L^\tau \). We first argue that the proportion of bad bins converges to 0 as \( L \to \infty \). Since \( h(z) \) is \( (c^s_1, c^s_2, C'_a) \)-bowl-shaped, the set \( \{ z : |h(z)| \geq L^\tau \} \) is a union of at most two intervals, for all \( L \geq C't/r \). Using the notation \( B_l = b_l - a_l \), we have

\[
\sum_{l \in \{ l : |h(z)| \geq L^\tau \}} B_l \leq \mu \left( \{ z : |h(z)| \geq L^\tau \} \right) + \frac{4C_{\text{bin}}}{L} \leq \frac{C}{L^\tau} + \frac{4C_{\text{bin}}}{L} \leq \frac{C}{L^\tau},
\]

where (a) follows because \( \int_R |h(z)|^r dz < \infty \) by Assumption C4’; and (b) follows because \( t \leq 1 \) by Assumption C4’, and the fact that \( \tau t < 1 \) by choice. In particular, the number of bad bins may be bounded as follows:

\[
\#\{ l : |h(z)| \geq L^\tau \} \leq \frac{CL^{-\tau t}}{C_{\text{bin}}} \leq CL^{1-\tau t},
\]

where we redefine the constant \( C \) suitably. For a bad bin \( l \), we may bound \( Q_i' \left( \frac{\gamma'_i}{Q_i} \right)^2 \) as follows:

\[
Q_i' \left( \frac{\gamma'_i}{Q_i} \right)^2 = Q_i' \left( \frac{1}{Q_i} \int_{\text{bin}_i} \gamma(z) dz \right)^2 = Q_i' \left( \int_{\text{bin}_i} \frac{\gamma(z) q(z)}{q(z) Q_i'} dz \right)^2 \leq Q_i' \int_{\text{bin}_i} \frac{q(z)}{Q_i'} \left( \frac{\gamma(z)}{q(z)} \right)^2 dz \leq \int_{\text{bin}_i} q(z) \left( \frac{\gamma(z)}{q(z)} \right)^2 dz \leq \left( \int_{\text{bin}_i} q(z) dz \right)^{2/r} \left( \int_{\text{bin}_i} q(z) dz \right)^{(r-2)/r} \leq C(C_{\text{bin}})^{(r-2)/r} L^{-(r-2)/r} = CL^{-(r-2)/r}.
\]

Here, (a) follows from Jensen’s inequality, (b) follows from Hölder’s inequality, and (c) follows because \( \int_R q(z) \left| \frac{\gamma(z)}{q(z)} \right|^r dz < \infty \) by Assumption C3’ and the fact that \( \int_{\text{bin}_i} q(z) dz \leq \frac{CC_{\text{bin}}}{L} \).
We now have
\[
d_L = \sum_{l=1}^{L} Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^2 = \sum_{l \text{ good}} Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^2 + \sum_{l \text{ bad}} Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^2
\]
\[
\leq \sum_{l \text{ good}} Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^2 + CL^{-(r-2)/r} | \{ l : l \text{ bad} \} |
\]
\[
\leq \sum_{l \text{ good}} Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^2 + CL^{1-\tau} \tau^{-2} r = \sum_{l \text{ good}} Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^2 + CL^{2-\tau}.
\]

For each good bin \( l \), define \( z_l = \arg \max_{z \in \text{bin}_l} |q(z)| \). The maximum is attainable since \( q \) is continuous and bounded. Furthermore,
\[
Q'_l = \int_{\text{bin}_l} q(z) dz = \int_{a_l}^{b_l} q(z) dz
\]
\[
= \int_{a_l}^{b_l} q(z_l) + q'(c_z)(z - z_l) dz \quad \text{(for some} \ c_z \in [a_l, b_l]\text{)}
\]
\[
= B_l q(z_l) + \int_{a_l}^{b_l} q'(c_z)(z - z_l) dz = B_l q(z_l) + B_l^2 \xi_l,
\]
where we define \( \xi_l := \frac{1}{B_l^2} \int_{a_l}^{b_l} q'(c_z)(z - z_l) dz \). We also have
\[
B_l \left| \frac{\xi_l}{q(z_l)} \right| \leq \frac{1}{B_l} \int_{a_l}^{b_l} \left| \frac{q'(c_z)}{q(z_l)} \right| |z - z_l| dz \leq \frac{1}{B_l} \int_{a_l}^{b_l} \left| \frac{q'(c_z)}{q(c_z)} \right| |z - z_l| dz
\]
\[
\leq \frac{1}{B_l} \int_{a_l}^{b_l} L^2 |z - z_l| dz \leq C_{\text{bin}} L^{-1},
\]
where (a) follows because \( q(c_z) \leq q(z_l) \), and (b) follows because \( l \) is a good bin, so \( \left| \frac{q'(c_z)}{q(c_z)} \right| \leq L^r \). The last inequality follows because \( B_l \leq \frac{C_{\text{bin}}}{L} \). We may perform a similar analysis on \( \gamma \):
\[
\gamma'_l = \int_{\text{bin}_l} \gamma(z) dz = \int_{a_l}^{b_l} \gamma(z_l) + \gamma'(c_z)(z - z_l) dz = B_l \gamma(z_l) + B_l^2 \xi'_l,
\]
where \( \xi'_l := \frac{1}{B_l^2} \int_{a_l}^{b_l} \gamma'(c_z)(z - z_l) dz \). It is straightforward to verify that
\[
B_l \left| \frac{\xi'_l}{\gamma(z_l)} \right| \leq \frac{1}{2} C_{\text{bin}} L^{-1}. \]

For any bin \( l \), we also have \( Q'_l = \int_{\text{bin}_l} q(z) dz \leq CB_l \), where \( C \) is the bound on \( p(z) \lor q(z) \). Now we look at a single \( Q'_l \left( \frac{\gamma'_l}{Q'_l} \right)^2 \) term
We now bound $\gamma_{l}^2$.

$$Q_l\left(\frac{\gamma_{l}^2}{Q_l}\right)^2 \geq \gamma_{l}^2 = \frac{(B_l \gamma(z_l) + B_l^2 \xi_l)^2}{B_l q(z_l) + B_l^2 \xi_l}$$

$$= B_l q(z_l) \left(\frac{\gamma(z_l)}{q(z_l)} + B_l \frac{\xi_l}{q(z_l)}\right)^2 \left(\frac{1}{1 + B_l \frac{\xi_l}{q(z_l)}}\right)$$

$$= B_l q(z_l) \left(\frac{\gamma(z_l)}{q(z_l)} + B_l \frac{\xi_l}{q(z_l)}\right)^2 \left(1 - B_l \frac{\xi_l}{q(z_l)} + \eta_l (B_l \frac{\xi_l}{q(z_l)})^2\right).$$

To arrive at the last equality, we assume that $L \geq C_{\text{bin}}^{1/(1-\tau)}$. Then $|B_l \frac{\xi_l}{q(z_l)}| \leq \frac{1}{2}$, so we may take a Taylor approximation. Here, $\eta_l$ is a constant satisfying $|\eta_l| \leq 16$. Expanding the right-hand side, we have

$$Q_l\left(\frac{\gamma_{l}^2}{Q_l}\right)^2 = \left(B_l q(z_l) \left(\frac{\gamma(z_l)}{q(z_l)}\right)^2 + 2 B_l q(z_l) \frac{\gamma(z_l)}{q(z_l)} B_l \frac{\xi_l}{q(z_l)} \right)$$

$$+ B_l q(z_l) \left(\frac{\xi_l}{q(z_l)}\right)^2 \left(1 - B_l \frac{\xi_l}{q(z_l)} + \eta_l (B_l \frac{\xi_l}{q(z_l)})^2\right).$$

Again, note that $\left|B_l \frac{\xi_l}{q(z_l)}\right| \leq \frac{C_{\text{bin}}}{2} L^{\tau-1}$ and $\left|B_l \frac{\xi_l}{q(z_l)}\right| \leq \frac{C_{\text{bin}}}{2} L^{\tau-1}$. Suppose $L \geq (2C_{\text{bin}})^{1/(1-\tau)}$, so $\frac{C_{\text{bin}}}{2} L^{\tau-1} \leq \frac{1}{4}$. Then

$$\left|B_l \frac{\xi_l}{q(z_l)}\right| + \left|\eta_l (B_l \frac{\xi_l}{q(z_l)})^2\right| \leq C_{\text{bin}} L^{\tau-1}, \text{ and } \left|1 - B_l \frac{\xi_l}{q(z_l)} + \eta_l (B_l \frac{\xi_l}{q(z_l)})^2\right| \leq 2.$$

We now bound

$$\left|Q_l\left(\frac{\gamma_{l}^2}{Q_l}\right) - B_l q(z_l) \left(\frac{\gamma(z_l)}{q(z_l)}\right)^2\right|$$

$$\leq B_l q(z_l) \left(\frac{\gamma(z_l)}{q(z_l)}\right)^2 C_{\text{bin}} L^{\tau-1} + 2 B_l q(z_l) \frac{\gamma(z_l)}{q(z_l)} C_{\text{bin}} L^{\tau-1} + B_l q(z_l) C_{\text{bin}}^2 L^{2(\tau-1)}.$$

The third term is bounded by $C_1 L^{2\tau-3}$, for a suitable constant $C_1$. To bound the second term, we split into two cases:

**Case 1:** $\left|\frac{\gamma(z_l)}{q(z_l)}\right| \geq 1$. Then $q(z) \left|\frac{\gamma(z_l)}{q(z)}\right| \leq q(z) \left(\frac{\gamma(z_l)}{q(z_l)}\right)^2$.

**Case 2:** $\left|\frac{\gamma(z_l)}{q(z_l)}\right| \leq 1$. The second term is bounded by $2B_l C_{\text{bin}} L^{\tau-1} \leq C_2 L^{\tau-2}$, for some constant $C_2$. 

In either case, we have
\[
\left| Q'_l \left( \frac{\gamma'_l}{Q'_l} \right)^2 - Bq(z_i) \left( \frac{\gamma(z_i)}{q(z_i)} \right)^2 \right| \leq C_3Bq(z_i) \left( \frac{\gamma(z_i)}{q(z_i)} \right)^2 L^{r-1} + C_4L^{r-2}.
\]

Define \( d_R = \sum_{l, \text{good}} B_l q(z_i) \left( \frac{\gamma(z_i)}{q(z_i)} \right)^2 \). Then
\[
|d_L - d_R| = \left| \sum_l Q'_l \left( \frac{\gamma'_l}{Q'_l} \right)^2 - \sum_{l, \text{good}} B_l q(z_i) \left( \frac{\gamma(z_i)}{q(z_i)} \right)^2 \right|
\]
\[
\leq \sum_{l, \text{good}} \left| Q'_l \left( \frac{\gamma'_l}{Q'_l} \right)^2 - B_l q(z_i) \left( \frac{\gamma(z_i)}{q(z_i)} \right)^2 \right| + C_{M,M',K,C}L^{\frac{2-rt}{t}}
\]
\[
\leq C_3d_R L^{r-1} + C_4L^{r-2} + C_5L^{\frac{2-rt}{t}}
\]
\[
\leq C_3d_R L^{r-1} + C_4L^{r-1} + C_5L^{\frac{2-rt}{t}}
\]
\[
\leq C_3d_R L^{\frac{2-rt}{t(1+t)}} + C_6L^{\frac{2-rt}{t(1+t)}},
\]

where we have made the choice \( \tau = \frac{2+r}{r(t+1)} \) in the last inequality to balance \( L^{r-1} \) and \( L^{2/r-rt} \). Notice that \( 0 < \tau < 1 \) by Assumption C4', since \( rt > 2 \). Furthermore, \( |d_L - d_R| = o(d_R) + o(1) \).

In a similar manner, we bound \( |d_R - d| \). We use the same definition of good and bad bins as before, and obtain
\[
d = \int_R q(z) \left( \frac{\gamma(z)}{q(z)} \right)^2 dz = \sum_{l=1}^L \int_{\text{bin}_l} q(z) \left( \frac{\gamma(z)}{q(z)} \right)^2 dz
\]
\[
= \sum_{l, \text{good}} \int_{\text{bin}_l} q(z) \left( \frac{\gamma(z)}{q(z)} \right)^2 dz + \sum_{l, \text{bad}} \int_{\text{bin}_l} q(z) \left( \frac{\gamma(z)}{q(z)} \right)^2 dz
\]
\[
\leq \sum_{l, \text{good}} \int_{\text{bin}_l} q(z) \left( \frac{\gamma(z)}{q(z)} \right)^2 dz + \{|l : l \text{ bad}\}|C L^{-2}
\]
\[
\leq \sum_{l, \text{good}} \int_{\text{bin}_l} q(z) \left( \frac{\gamma(z)}{q(z)} \right)^2 dz + C L^{\frac{2}{t}-rt}.
\]

The bound on the second term follows from the previous analysis. For the first term, note that for all \( z \in \text{bin}_l \), we have
\[
q(z) = q(z_i) + q'(c_l)(z - z_i), \quad \text{and} \quad \gamma(z) = \gamma(z_i) + \gamma'(c_l)(z - z_i),
\]
where \( c_l, c'_l \in \text{bin}_l \) depend implicitly on \( z \). For \( \text{bin}_l \), we have

\[
\int_{\text{bin}_l} q(z) \left( \frac{\gamma(z)}{q(z)} \right)^2 = \int_{\text{bin}_l} q(z) \left( \frac{\gamma(z) + \gamma'(c'_l)(z - z_l)}{q(z)} \right)^2 dz
\]

\[
= \int_{\text{bin}_l} q(z_l) \left( \frac{\gamma(z_l)}{q(z_l)} + \frac{\gamma'(c'_l)}{q(z_l)} (z - z_l) \right)^2 \left( \frac{1}{1 + \frac{q'(c_l)}{q(z_l)}(z - z_l)} \right) dz.
\]

Denote

\[
T_1 = \frac{q'(c_l)}{q(z_l)}(x - z_l), \quad \text{and} \quad T_2 = \frac{\gamma'(c'_l)}{q(z_l)}(x - z_l).
\]

Observe that \( |z - z_l| \leq B_l \) and \( \left| \frac{\gamma'(c'_l)}{q(z_l)} \right| \leq \left| \frac{\gamma'(c'_l)}{q(z_l)} \right| \leq L^r \). Similarly, \( \left| \frac{q'(c_l)}{q(z_l)} \right| \leq L^r \), so \( |T_1|, |T_2| \leq C_\text{bin} L^{r-1} \). Now suppose \( C_\text{bin} L^{r-1} \leq \frac{1}{2} \), which is satisfied if \( L \geq (2C_\text{bin})^{\frac{1}{1+r}} \). We obtain

\[
\int_{\text{bin}_l} q(z) \left( \frac{\gamma(z)}{q(z)} \right)^2 dz = \int_{\text{bin}_l} q(z_l) \left( \frac{\gamma(z_l)}{q(z_l)} + T_2 \right)^2 \left( \frac{1}{1 + T_1} \right) dz
\]

\[
= \int_{\text{bin}_l} \left( q(z_l) \left( \frac{\gamma(z_l)}{q(z_l)} \right)^2 + q(z_l) \left( \frac{\gamma(z_l)}{q(z_l)} \right) T_2 + q(z_l)T_2^2 \right)
\]

\[
\cdot (1 - T_1 + \eta T_1^2) dz,
\]

where \( \eta \) is some function of \( z \) satisfying \( |\eta| \leq 16 \). Thus,

\[
\left| \int_{\text{bin}_l} q(z) \left( \frac{\gamma(z)}{q(z)} \right)^2 dz - B_l q(z_l) \left( \frac{\gamma(z_l)}{q(z_l)} \right)^2 \right|
\]

\[
\leq B_l q(z_l) \left( \frac{\gamma(z_l)}{q(z_l)} \right)^2 C_\text{bin} L^{r-1} + B_l q(z_l) \gamma(z_l) \left( \frac{\gamma(z_l)}{q(z_l)} \right) C_\text{bin} L^{r-1} + B_l q(z_l) C_\text{bin}^2 L^{2(r-1)}.
\]

The same analysis used to bound \( |d_L - d_R| \) implies \( |d - d_R| = o(d_R) + o(1) \).
Since \( d = \frac{1}{4} \), we have \( d_R \to \frac{1}{4} \), so \( d_L \to \frac{1}{4} \). This completes the proof. \( \square \)

**Lemma D.2.** Let

\[
H^R = \int_R \left( \sqrt{p(z)} - \sqrt{q(z)} \right)^2 dz, \quad \delta(z) = q(z) - p(z),
\]

\[
\alpha^2 = \int_R q(z) \left( \frac{\delta(z)}{q(z)} \right)^2 dz, \quad \gamma(z) = \frac{\delta(z)}{\alpha}.
\]

Suppose Assumptions C1'–C5' hold. Then \( H^R = \frac{\alpha^2}{4} (1 + \eta) \), where \( |\eta| \leq C(\alpha + \alpha^2) \) for some constant \( C \). In particular, if \( H^R \to 0 \), then \( \alpha, \eta \to 0 \).
Proof. We write

\[ H^R = \int_R (\sqrt{q(z)} - \sqrt{p(z)})^2 dz = \int_R q(z) \left( 1 - \sqrt{1 - \frac{\delta(z)}{q(z)}} \right)^2 dz. \]

By convention, let \( \frac{\delta(z)}{q(z)} = 0 \) whenever \( q(z) = p(z) = 0 \). Thus, we may define

\[ \xi(z) = 1 - \frac{1}{2} \frac{\delta(z)}{q(z)} - \sqrt{1 - \frac{\delta(z)}{q(z)}} \]

for \( z \in [0, 1] \) and rewrite

\[ H^R = \int_R q(z) \left( 1 - \left( 1 - \frac{1}{2} \frac{\delta(z)}{q(z)} + \xi(z) \right) \right)^2 dz = \int_R q(z) \left( \frac{1}{2} \frac{\delta(z)}{q(z)} + \xi(z) \right)^2 dz = \int_R q(z) \left( \frac{1}{2} \frac{\delta(z)}{q(z)} \right)^2 (1 + \xi_2(z))^2 dz, \]

where \( \xi_2(z) = \frac{2\xi(z)}{\delta(z)/q(z)} \) if \( \delta(z) \neq 0 \), and \( \xi_2(z) = 0 \) if \( \delta(z) = 0 \). Thus,

\[ \int_R \left( \sqrt{p(z)} - \sqrt{q(z)} \right)^2 dz = (1 + \eta)^2, \]

where

\[ \eta = \frac{\int_R q(z) \left( \frac{1}{2} \frac{\delta(z)}{q(z)} \right)^2 (\xi_2(z))^2 + 2\xi_2(z) dz}{\alpha^2/4} = \frac{\int_R q(z) \left( \frac{\delta(z)}{q(z)} \right)^2 (\xi_2(z))^2 + 2\xi_2(z) dz}{\alpha^2/4}. \]

By Lemma I.3, we have \( \xi_2(z) \leq 2 \frac{\delta(z)}{q(z)} \), implying that

\[ |\eta| \leq \int_R q(z) \left( \frac{\delta(z)}{q(z)} \right)^2 \left( 4 \left| \frac{\delta(z)}{q(z)} \right|^2 + 4 \left| \frac{\delta(z)}{q(z)} \right| \right) dz \]

\[ = 4\alpha^2 \int_R q(z) \left| \frac{\delta(z)}{q(z)} \right|^2 dz + 4\alpha \int_R q(z) \left| \frac{\delta(z)}{q(z)} \right|^3 dz \leq C(\alpha^2 + \alpha), \]

using the finiteness of integrals in Assumption C3’.

\[ \square \]

Lemma D.3. Let

\[ H^R_L = \sum_{l=1}^L \left( \sqrt{P^l_t} - \sqrt{Q^l_t} \right)^2, \]

\[ \alpha^2 = \int_R q(z) \left( \frac{\delta(z)}{q(z)} \right)^2 dz, \]

\[ \gamma(z) = \frac{\delta(z)}{\alpha} dz. \]
Suppose that Assumptions C1’–C5’ hold. Then $H^R_L = d_L(1 + \eta_L)$, where $d_L = \sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^2 \ dz$, $\gamma'_l = \frac{Q'_l - P'_l}{\alpha}$, and $\sup_L |\eta_L| \leq C(\alpha + \alpha^2)$, for some constant $C$.

**Proof.** Let $\delta_l = Q'_l - P'_l$. We have

$$H^R_L = \sum_{l=1}^L (\sqrt{P'_l} - \sqrt{Q'_l})^2 = \sum_{l=1}^L Q'_l \left( 1 - \sqrt{\frac{P'_l}{Q'_l}} \right)^2 = \sum_{l=1}^L Q'_l \left( 1 - \left( 1 - \frac{1}{2} \frac{\delta_l}{Q'_l} - \xi_l \right) \right)^2,$$

where by convention, we define $\frac{\delta_l}{Q'_l} = 0$ when $Q'_l, P'_l = 0$, and we use the shorthand $\xi_l = 1 - \frac{1}{2} \frac{\delta_l}{Q'_l} - \sqrt{1 - \frac{\delta_l}{Q'_l}}$. Hence,

$$H^R_L = \sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\delta_l}{Q'_l} + \xi_l \right)^2 = \sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\delta_l}{Q'_l} \right)^2 \ (1 + \xi_{2l})^2,$$

where $\xi_{2l} = 0$ if $\frac{\delta_l}{Q'_l} = 0$, and $\xi_{2l} = 2\xi_l \frac{Q'_l}{\delta_l}$ otherwise. Then $H^R_L = (1 + \eta_L) \sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\delta_l}{Q'_l} \right)^2$, where $\eta_L = \frac{\sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\delta_l}{Q'_l} \right)^2 (2\xi_{2l} + \xi^2_{2l})}{\sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\delta_l}{Q'_l} \right)^2}$. By Lemma I.3, we have $|\xi_{2l}| \leq 2 \left| \frac{\delta_l}{Q'_l} \right|$. Therefore,

$$|\eta_L| = \left| \frac{\sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\delta_l}{Q'_l} \right)^2 (2\xi_{2l} - \xi^2_{2l})}{\sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\delta_l}{Q'_l} \right)^2} \right| \leq \frac{\sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^2 (2\xi_{2l} + \xi^2_{2l})}{\sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^2} \leq 4 \frac{\sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^3 + \sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^4}{\sum_{l=1}^L Q'_l \left( \frac{1}{2} \frac{\gamma'_l}{Q'_l} \right)^2}.$$

The denominator tends to $\frac{1}{4}$ by Lemma D.1 and may be bounded by $1/(2C')$ for large enough $L$. To bound the numerator, note that for a single $l$, we have

$$\int_{a_l}^{b_l} \frac{q(z)}{Q'_l} \gamma'_l \ |q(z)|^3 \ dz \geq \left| \int_{\text{bin}} \frac{q(z)}{Q'_l} \gamma'_l \ |q(z)| \ dz \right|^3 = \left| \frac{\gamma'_l}{Q'_l} \right|^3.$$
Therefore,
\[
\sum_{l=1}^{L} Q_l \left| \frac{\gamma_l}{Q_l} \right|^3 \leq \int_{R} q(z) \left| \frac{\gamma(z)}{q(z)} \right|^3 \leq M, \quad \text{and}
\]
\[
\sum_{l=1}^{L} Q_l \left| \frac{\gamma_l}{Q_l} \right|^4 \leq \int_{R} q(z) \left| \frac{\gamma(z)}{q(z)} \right|^4 \leq M,
\]
implying that \(|\eta_L| \leq (2\alpha + \alpha^2)2C'M|\).

\[\text{Lemma D.4.}\] Suppose Assumptions A1’–A4’ hold. For any sequences \(L, \alpha_n \to \infty\), we have \(H_L^R = H_R^R(1 + o(1))\); i.e.,
\[
\left| \frac{\sum_i(\sqrt{p_i} - \sqrt{Q_i})^2}{\int_{R}(\sqrt{p(z)} - \sqrt{q(z)})^2 dz - 1} \right| \to 0.
\]

\[\text{Proof.}\] Since \(|H_L^R - H_R^R| = \left| d_L\alpha^2(1 + \eta_L) - \frac{\alpha^2}{4}(1 + \eta) \right|\) by Lemmas D.2 and D.3, we have \(|H_L^R - 1| = \left| \frac{H_L^R}{H_R^R} - 1 \right| = \left| 4d_L \frac{1 + n_L}{1 + \eta} - 1 \right|\), where \(|\eta|, |\eta_L| \leq C_1(\alpha + \alpha^2)\) for all \(L\). Thus, \(\lim_{\alpha_n \to 0} \sup_L \left| \frac{1 + n_L}{1 + \eta} - 1 \right| = 0\). Furthermore, by Lemma D.1, we have \(|4d_L - 1| \to 0\), uniformly for all \(\alpha\). Thus, \(\left| \frac{H_L^R}{H_R^R} - 1 \right| \to 0\). \(\square\)

**APPENDIX E: PROOF OF PROPOSITION 6.2**

**Note on notation:** In order to simplify presentation, we use slightly different notation in Appendices C, D, and E from the main paper. See the beginning of Appendix C for the notational changes.

First, we prove the bounds on \(\frac{R}{Q_l}\). Define
\[
R = \left\{ z \in [0, 1] : \left| \log \frac{p(z)}{q(z)} \right| \leq C(2L)^{1/r} \right\},
\]
where \(C = \left( \int_{0}^{1} \left| \log \frac{p(z)}{q(z)} \right|^r dz \right)^{1/r}\) is a constant. Since \(\int_{0}^{1} \left| \log \frac{p(z)}{q(z)} \right|^r dz < \infty\), Markov’s Inequality implies \(\mu\{R^c\} \leq \frac{1}{2L}\).

The remainder of the proof follows the argument used to prove Proposition 6.3, except for the final step, where we need to show that
\[
\left| \int_{0}^{1} (\sqrt{p(z)} - \sqrt{q(z)})^2 dz - \sum_l (\sqrt{P_l} - \sqrt{Q_l})^2 \right| = o \left( \int_{0}^{1} (\sqrt{p(z)} - \sqrt{q(z)})^2 dz \right) = o(1).
\]

We establish this fact in the following proposition:
PROPOSITION E.1. Let Assumptions C1 and C3 be satisfied. Let bin$ _t = [a_1, b_1]$ be a uniform binning of $[0, 1]$, for $l = 1, \ldots, L$, and let $P_l = \int_{bin_1} p(z)dz$ and $Q_l = \int_{bin_1} q(z)dz$. Then

$$\left| \int_0^1 (\sqrt{p(z)} - \sqrt{q(z)})^2 dz - \sum_l (\sqrt{P_l} - \sqrt{Q_l})^2 \right| \to 0.$$ 

PROOF. We use a similar argument to the proof of Proposition D.1. First observe that

$$\int_0^1 (\sqrt{p(z)} - \sqrt{q(z)})^2 dz = \int_0^1 p(z)dz + \int_0^1 q(z)dz - 2 \int_0^1 \sqrt{p(z)q(z)}dz$$

$$= 2 - 2 \int_0^1 \sqrt{p(z)q(z)}dz$$

and

$$\sum_l (\sqrt{P_l} - \sqrt{Q_l})^2 = \sum_l P_l + \sum_l Q_l - 2 \sum_l \sqrt{P_lQ_l}. $$

Thus, we only need to show that $\left| \int_0^1 \sqrt{p(z)q(z)}dz - \sum_l \sqrt{P_lQ_l} \right| \to 0$. We have $|h(z)| \geq \left| \frac{p'(z)}{p(z)} \right| \sqrt{\frac{q'(z)}{q(z)}}$. Let $\tau \in (0, 1)$. We call bin$ _t$ good if $\sup_{z \in \text{bin}_t} |h(z)| \leq L^\tau$. We argue that the proportion of bad bins converges to 0 as $L \to \infty$:

Since $h(z)$ is $(c'_s, c'_s, C'_s)$-bowl-shaped, the set $\{ z : |h(z)| \geq L^\tau \}$ is a union of at most two intervals, for all $L \geq C_s^{\alpha/\tau}$. Hence,

$$\sum_{t \in \{ z : \sup_{z \in \text{bin}_t} |h(z)| \geq L^\tau \}} B_t \leq \mu \left( \left\{ z : \sup_{z \in \text{bin}_t} |h(z)| \geq L^\tau \right\} \right) + 4C_{\text{bin}}L^{-1} \tag{a} \leq CL^{-\tau t} + 4C_{\text{bin}}L^{-1} \leq CL^{-\tau t},$$

where (a) follows because $\int_R |h(z)|dz < \infty$ by Assumption C3; and (b) follows because $t \leq 1$, so $\tau t < 1$ and the first term dominates. We now bound the number of bad bins:

$$\# \{ l : |h(z)| \geq L^\tau \} \leq \frac{CL^{-\tau t} L}{C_{\text{bin}}} \leq CL^{1-\tau t}.$$ 

For a bad bin, we have $P_l, Q_l \leq \frac{CL_{\text{bin}}}{L}$ and $\int_{\text{bin}_l}(\sqrt{p(z)} - \sqrt{q(z)})^2 dz \leq \frac{2CC_{\text{bin}}}{L}$. We now consider a good bin $l$. Let $z_l$ be $\arg \max_{z \in \text{bin}_l} p(z)$. The argmax is attainable since $p$ is continuous and bounded. We have

$$P_l = \int_{a_l}^{b_l} p(z)dz = \int_{a_l}^{z_l} p(z) + p'(c_z)(z - z_l)dz = B_l p(z_l) + B_l^2 \xi_l,$$
where $\xi_t = \frac{1}{b_t} \int_{a_t}^{b_t} p'(c_z) (z - z_t) dz$. Furthermore,

$$
B_t \left| \frac{\xi_t}{p(z_t)} \right| \leq \frac{1}{B_t} \int_{a_t}^{b_t} \left| \frac{p'(c_z)}{p(z_t)} \right| |z - z_t| dz \leq \frac{1}{B_t} \int_{a_t}^{b_t} \left| \frac{p'(c_z)}{p(c_z)} \right| |z - z_t| dz
$$

$$
\leq \frac{1}{B_t} \int_{a_t}^{b_t} L^T |z - z_t| dz \leq C_{\text{bin}} L^{r-1}.
$$

Likewise, define $z'_t = \arg \max_{z \in \text{bin}} q(z)$. We have $Q_t = B_t q(z'_t) + B_t^2 \xi'_t$, where $\xi'_t := \frac{1}{B_t} \int_{a_t}^{b_t} q'(c_z) (z - z'_t) dz$. We can also bound $B_t \left| \frac{\xi'_t}{q(z'_t)} \right| \leq C_{\text{bin}} L^{r-1}$. Thus,

$$
\sqrt{P_t Q_t} = \sqrt{(B_t p(z_t) + B_t^2 \xi_t)(B_t q(z'_t) + B_t^2 \xi'_t)}
$$

$$
= \sqrt{p(z_t) q(z'_t)} \sqrt{(B_t + B_t^2 \frac{\xi_t}{p(z_t)})(B_t + B_t^2 \frac{\xi'_t}{q(z'_t)})}
$$

$$
= \sqrt{p(z_t) q(z'_t)} B_t \sqrt{(1 + B_t \frac{\xi_t}{p(z_t)})(1 + B_t \frac{\xi'_t}{q(z'_t)})}.
$$

By our bounds on $B_t \frac{\xi_t}{p(z_t)}$ and $B_t \frac{\xi'_t}{q(z'_t)}$, we can bound the nuisance term as

$$
\sqrt{1 + B_t \frac{\xi_t}{p(z_t)}} \sqrt{1 + B_t \frac{\xi'_t}{q(z'_t)}} \leq \sqrt{1 + C_{\text{bin}} L^{r-1} (1 + o(1))}
$$

$$
\leq 1 + \frac{1}{2} L^{r-1} (1 + o(1)).
$$

It is clear that $B_t \sqrt{p(z_t) q(z'_t)} \leq B_t C$. Therefore,

$$
(18) \quad \left| \sqrt{P_t Q_t} - \sqrt{p(z_t) q(z'_t)} B_t \right| \leq B_t C L^{r-1} (1 + o(1)),
$$

and likewise,

$$
\int_{a_t}^{b_t} \sqrt{p(z) q(z)} dz = \int_{a_t}^{b_t} \sqrt{p(z) q(z)} dz
$$

$$
= \int_{a_t}^{b_t} \sqrt{p(z) + p'(c_z)(z - z_t)} q(z'_t) + q'(c'_z)(z - z'_t)) dz
$$

$$
= \int_{a_t}^{b_t} \sqrt{p(z) q(z'_t)}
$$

$$
\cdot \left( \sqrt{1 + (z - z_t) \frac{p'(c_z)}{p(z_t)}} + (z - z'_t) \frac{q'(c'_z)}{q(z'_t)} + (z - z_t)(z - z'_t) \frac{p'(c_z)}{p(z_t)} \frac{q'(c'_z)}{q(z'_t)} \right) dz.
$$
Since
\[
\left| \frac{p'(c_z)}{p(z)} \right| \leq B_l, \quad \left| \frac{q'(c'_z)}{q(z'_l)} \right| \leq L^{-1},
\]
we may bound the nuisance term as follows:
\[
\sqrt{1 + \left( z - z_l \right) \frac{p'(c_z)}{p(z)} + \left( z - z'_l \right) \frac{q'(c'_z)}{q(z'_l)}} + \left( z - z'_l \right) \left( z - z'_l \right) \frac{p'(c_z)}{p(z)} \frac{q'(c'_z)}{q(z'_l)} \leq \sqrt{1 + C_{\text{bin}} L^{-1} (1 + o(1))} \leq 1 + \frac{1}{2} C_{\text{bin}} L^{-1} (1 + o(1)).
\]
The term \( B_l \sqrt{p(z_l) q(z'_l)} \) is bounded by \( B_l C \). Hence,
\[
\left| \int_{a_l}^{b_l} \sqrt{p(z) q(z)} dz - B_l \sqrt{p(z_l) q(z'_l)} \right| \leq B_l C_{\text{bin}} L^{-1}
\]
By combining inequalities (18) and (19), we have
\[
\left| \sqrt{P_l Q_l} - \int_{a_l}^{b_l} \sqrt{p(z) q(z)} dz \right| \leq B_l C_{\text{bin}} L^{-1}.
\]
Hence,
\[
\left| \sum_l \sqrt{P_l Q_l} - \int_0^1 \sqrt{p(z) q(z)} dz \right| \leq \sum_{l: \ l \ \text{bad}} B_l C + \sum_{l: \ l \ \text{good}} \left| \sqrt{P_l Q_l} - \int_{a_l}^{b_l} \sqrt{p(z) q(z)} dz \right| \leq CL^{-\tau_t} + \sum_{l: \ l \ \text{good}} B_l C_{\text{bin}} L^{-1} \leq CL^{-\tau_t} + CC_{\text{bin}} L^{-1}.
\]
Setting \( \tau = \frac{1}{1+t} \), we obtain \( \left| \sum_l \sqrt{P_l Q_l} - \int_0^1 \sqrt{p(z) q(z)} dz \right| \to 0 \), completing the proof.

**APPENDIX F: PROOFS OF THEOREMS 5.1 AND THEOREM 5.2**

We now outline the proofs of Theorems 5.1 and 5.2, with proofs of supporting propositions in the succeeding subsections. We begin with Theorem 5.2.
F.1. Main argument: Proof of Theorem 5.2. By the argument outlined in Section 6.3, the divergences $I$ and $H$ do not change after transforming the densities $p(x)$ and $q(x)$ according to $\Phi$. Proposition F.1 shows that under Assumptions A1'–A5', Assumptions C1'–C5' are also satisfied.

Furthermore, our assumption that $L = o\left(\frac{1}{H}\right)$ implies $L \leq \frac{L}{2}$ for sufficiently large $L$. Hence, Proposition 6.3 applies, and we may conclude that after transformation and discretization, the label probabilities satisfy

\[
\frac{1}{2}c_0 \rho \leq P_l Q_l \leq 2c_0 \rho, \quad \text{for all } l.
\]

Using the assumption $L = o\left(\frac{nH}{\log n}\right)$ and the fact that $I_L = I(1 + o(1))$ from Proposition 6.3, we also have $L = o(nI_L)$, so we may use Proposition 6.1 (with $\rho_L = 2c_0 \rho$) to obtain

\[
\lim_{n \to \infty} P\left(l(\hat{\sigma}, \sigma_0) \leq \exp\left(-\frac{nI_L}{\beta K} (1 + o(1))\right)\right) \to 1.
\]

The probability bound in the theorem then follows from the fact that $I_L = I(1 + o(1))$. If $\frac{nI}{\beta K \log n} \leq 1$, then $\frac{nI_L}{\beta K \log n} \leq 1$ as well since $I_L \leq I$ and thus, we have that $\mathbb{E}(l(\hat{\sigma}, \sigma_0)) \leq \exp\left(-\frac{nI_L}{\beta K} (1 + o(1))\right)$. The expectation bound in the theorem then follows from the fact that $I_L = I(1 + o(1))$ again.

F.2. Main argument: Proof of Theorem 5.1. The proof parallels the argument for Theorem 5.2 outlined above. Proposition F.2 establishes that Assumptions A1–A4 imply Assumptions C1–C4. Hence, Proposition 6.2 applies, and we may conclude that after transformation and discretization, the label probabilities satisfy

\[
\frac{1}{2}c_0 \exp\left(\frac{L}{\beta K} \right) \leq P_l Q_l \leq 2c_0 \exp\left(\frac{L}{\beta K} \right), \quad \text{for all } l,
\]

and $I_L = I(1 + o(1))$. Therefore, we may again apply Proposition 6.1 (with $\rho_L = 2c_0 \exp(\frac{L}{\beta K})$) to obtain

\[
\lim_{n \to \infty} P\left(l(\hat{\sigma}, \sigma_0) \leq \exp\left(-\frac{nI_L}{\beta K} (1 + o(1))\right)\right) \to 1.
\]

The probability bound in the theorem follows from the fact that $I_L = I(1 + o(1))$. If $\frac{nI}{\beta K \log n} \leq 1$, then $\frac{nI_L}{\beta K \log n} \leq 1$ as well since $I_L \leq I$ and thus, we have that $\mathbb{E}(l(\hat{\sigma}, \sigma_0)) \leq \exp\left(-\frac{nI_L}{\beta K} (1 + o(1))\right)$. The expectation bound in the theorem then follows from the fact that $I_L = I(1 + o(1))$ again.

F.3. Transformation Analysis.

PROPOSITION F.1. Let $p(x)$ and $q(x)$ be densities over $S$, where $S = \mathbb{R}$ or $S = \mathbb{R}^+$, and let $\Phi : S \to [0, 1]$ be a CDF such that $\phi = \Phi'$ is positive and continuous. Suppose Assumptions A1’–A5’ hold. The following conditions are satisfied for $p_\Phi(z) = \frac{p(\Phi^{-1}(z))}{\phi(\Phi^{-1}(z))}$ and $q_\Phi(z) = \frac{q(\Phi^{-1}(z))}{\phi(\Phi^{-1}(z))}$.
C1' $p_\Phi(z), q_\Phi(z) > 0$ on $(0, 1)$, and $\sup_n \sup_z \{p_\Phi(z) \vee q_\Phi(z)\} < \infty$.

C2' There exists a subinterval $R_\Phi \subseteq [0, 1]$ such that

(a) for all $z \in R_\Phi$, $\frac{1}{\rho} \leq \frac{|p_\Phi(z)|}{q_\Phi(z)} \leq \rho$, where $\rho$ is an absolute constant, and

(b) $\mu\{R_\Phi^c\} = o(H)$, where $\mu$ is the Lebesgue measure and $R_\Phi^c = [0, 1] \setminus R$.

C3' Let $\alpha \Phi = \Phi$.

C4' There exists a subinterval $S$ such that

(a) $h_\phi(z) \geq \max \left\{ \frac{\gamma_\phi(z)}{\Phi(z)}, \frac{q_\phi(z)}{\Phi(z)} \right\}$,

(b) $h_\phi(z)$ is $(c_s1', c_s2', C_s')$-bowl-shaped, for absolute constants $c_s1', c_s2'$, and $C_s'$,

(c) $\sup_n \int_R |h_\phi(z)|^4 dz < \infty$ for an absolute constant $\frac{2}{r} < t < 1$.

C5' $p_\Phi'(z), q_\Phi'(z) \geq 0$ and for all $z < c_s1'$, and $p_\Phi'(z), q_\Phi'(z) \leq 0$ for all $z > c_s2'$.

**Proof.** C1' follows from A1' and the condition that $\phi$ is positive and continuous.

To prove C2', assume that A2' is true, and let $R$ be a subinterval of $S$ such that $\frac{1}{\rho} \leq p(x) \leq \rho$. Define $R_\Phi = \{z \in [0, 1] : \Phi^{-1}(z) \in R\}$, so $1_{R_\Phi} = 1_R(\Phi^{-1}(z))$. Then $R_\Phi$ is clearly an interval, and $\Phi\{R_\Phi^c\} = \mu\{R_\Phi^c\}$.

C3' follows from A3' via a change of variables.

It remains to prove C4' and C5'. We first prove C5'. Note that

$$p_\Phi'(z) = \frac{p'(\Phi^{-1}(z)) - p(\Phi^{-1}(z)) \phi'(\Phi^{-1}(z))}{\phi(\Phi^{-1}(z))^2}.$$ 

Therefore, $p_\Phi'(z) \geq 0$ if and only if $p'(x) \geq p(x) \frac{\phi'(x)}{\phi(x)}$, and likewise for $q_\Phi'(z)$.

Moving onto C4', we first construct $h(z)$. For ease of presentation, let $x = \Phi^{-1}(z)$. We then have

$$\frac{q_\phi'(z)}{q_\Phi(z)} = \frac{q'(x)}{q(x)} \frac{1}{\phi(x)} - \frac{\phi'(x)}{\phi(x)} \frac{1}{\phi(x)},$$

implying that

$$\left| \frac{q_\phi'(z)}{q_\Phi(z)} \right| \leq \left| \frac{q'(x)}{q(x)} \frac{1}{\phi(x)} \right| + \left| \frac{\phi'(x)}{\phi(x)} \frac{1}{\phi(x)} \right| \leq (h(x) + 1) \frac{1}{\phi(x)},$$
where the last inequality follows because $|\phi'(x)|$ is bounded. Furthermore,

$$
\frac{\gamma'(z)}{q_\phi(z)} = \frac{p'(x) - p(x) \phi'(x) - q(x) \phi'(x)}{\alpha q(x) \phi(x)} = \left( \frac{p'(x) - q'(x)}{\alpha q(x)} - \frac{1}{\alpha q(x)} \right) \frac{1}{\phi(x)},
$$

so

$$
\frac{|\gamma'(z)|}{q_\phi(z)} \leq \left| \frac{p'(x) - q'(x)}{\alpha q(x)} \right| \frac{1}{\phi(x)} + \left| \frac{1}{\alpha q(x)} \right| \frac{1}{\phi(x)} \leq h(x) \frac{1}{\phi(x)},
$$

where (a) follows because $|\phi'(x)|$ is bounded. We want to take $h(x) \approx (h(x) + 1) \frac{1}{\phi(x)}$, but we use a modified upper bound to ensure that $h(x)$ is bowl-shaped. Let $\psi(x) = \max \left\{ \frac{1}{\phi(c_{s1})}, \frac{1}{\phi(c_{s2})}, \frac{1}{\phi(x)} \right\}$. We then take

$$
h(x) \approx h(x) \psi(x) = h(\Phi^{-1}(z)) \psi(\Phi^{-1}(z)).
$$

Note that $(h(x) + 1)$ is $(c_{s1}, c_{s2}, C_s + 1)$-bowl-shaped, and $\phi$ is unimodal, so $\frac{1}{\phi(x)}$ is quasi-convex. Hence, $\psi(x)$ is quasi-convex and has a mode lying in $[c_{s1}, c_{s2}]$. Therefore, $(h(x) + 1) \psi(x)$ is $(c_{s1}, c_{s2}, C'_s)$-bowl-shaped, where $C'_s \approx (C_s + 1) \left( \frac{1}{\phi(c_{s1})} \vee \frac{1}{\phi(c_{s2})} \right)$. This shows that $h(x)$ is $(c'_{s1}, c'_{s2}, C'_s)$-bowl-shaped for $c'_{s1} = \Phi(c_{s1})$ and $c'_{s2} = \Phi(c_{s2})$.

Finally, we need to verify the integrability conditions:

$$
\int_0^1 |h_\Phi(z)|dz \approx \int_0^1 (h(\Phi^{-1}(z)) + 1)^t \psi(\Phi^{-1}(z))^t dz
$$

$$
= \left( \frac{1}{\psi(\Phi^{-1}(z))} \right)^t \int_S (h(x) + 1)^t \psi(x)^t \phi(x) dx
$$

$$
\leq \left\{ \int_S (h(x) + 1)^{2t} \phi(x) dx \right\}^{1/2} \left\{ \int_S \psi(x)^{2t} \phi(x) dx \right\}^{1/2},
$$

where (a) follows from a change of variables. To bound the first term, note that

$$
\int_S (h(x) + 1)^{2t} \phi(x) dx \leq \int_S h(x)^{2t} \phi(x) dx + \int_S \phi(x) dx
$$

$$
\leq \int_S h(x)^{2t} \phi(x) dx + 1.
$$
The first inequality follows since $2t < 1$. Note that $\int_S h(x)^{2t} \phi(x) dx < \infty$.

We now bound the second term:

$$\int_S \psi(x)^{2t} \phi(x) dx \leq \int_S \phi(c_{s1})^{-2t} \phi(x) dx + \int_S \phi(c_{s2})^{-2t} \phi(x) dx + \int_S \phi(x)^{2t} \phi(x) dx.$$ 

The first two terms are constants. The last term is $\int_S \phi(x)^{-2t} dx$, which is finite because $1 - 2t > 0$ and $\phi$ is a valid transformation function.

**Proposition F.2.** Suppose Assumptions A1–A4 hold. The following conditions are satisfied for $p_\Phi(z) = \frac{p(\Phi^{-1}(z))}{\phi(\Phi^{-1}(z))}$ and $q_\Phi(z) = \frac{q(\Phi^{-1}(z))}{\phi(\Phi^{-1}(z))}$:

**C1** $p_\Phi(z), q_\Phi(z) > 0$ on $(0, 1)$, and $\sup_n \sup_z \{p_\Phi(z) \vee q_\Phi(z)\} < \infty$.

**C2** For an absolute constant $r > 4$, $\sup_n \int_0^1 |\log \frac{p_\Phi(z)}{q_\Phi(z)}| dz < \infty$.

**C3** There exists $h_\Phi(z)$ such that

(a) $h_\Phi(z) \geq \max \left\{ \left| \frac{p_\Phi(z)}{q_\Phi(z)} \right|, \frac{q_\Phi(z)}{p_\Phi(z)} \right\}$,

(b) $h_\Phi(z)$ is $(c'_{s1}, c'_{s2}, C'_{s})$-bowl-shaped, and

(c) $\sup_n \int_R |h_{\Phi,n}(z)|\, dz < \infty$, for some constant $t$ such that $\frac{2}{r} \leq t \leq 1$.

**C4** We have that $p'_{\Phi}(z), q'_{\Phi}(z) \geq 0$ for all $z < c'_{s1}$, and $p'_{\Phi}(z), q'_{\Phi}(z) \leq 0$ for all $z > c'_{s2}$.

**Proof.** The proof is identical to that of Proposition F.1, so we omit the details.

**Appendix G: Proof of Proposition 5.1**

First suppose $\|\theta_1 - \theta_0\| \to 0$. In Lemma G.2, we show that $\int (\sqrt{p(x)} - \sqrt{q(x)})^2 dx \to 0$. Assumptions A1' and A5' follow directly from Assumptions B1 and B4, respectively.

We now prove A2'. Let $\rho$ be a constant and define

$$R = \left\{ x : g_1(x) \leq \frac{\log \rho}{\|\theta_1 - \theta_0\|} \right\},$$

where $g_1(x)$ is the upper bound on $\sup_{\theta \in \Theta} \|\nabla_{\theta} f_0(x)\|$ defined in Assumption B3. Since $g_1(x)$ is bowl-shaped, we conclude that $R$ is an interval if $\log \rho \geq$
where \( \bar{\theta} \) is a convex combination of \( \theta_0, \theta_1 \). Therefore, for all \( x \in R \), we have \( \frac{1}{\rho} \leq \frac{p(x)}{q(x)} \leq \rho \). Since we know from Assumption B3 that \( \int_S |g_1(x)|^r \phi(x)dx < \infty \), Markov’s inequality gives

\[
\Phi(R^c) = \Phi \left\{ x : g_1(x) > \frac{\log \rho}{\| \theta_1 - \theta_0 \|} \right\} \leq C \frac{\| \theta_1 - \theta_0 \|^r}{(\log \rho)^r} = \Theta(H^{r/2}) = o(H),
\]

where (a) follows from Lemma G.2. The last equality follows from the assumption that \( r > 2 \). This proves A2'.

Now we move on to A3'. By Lemma G.1, we have

\[
\frac{1}{\alpha} \left| \frac{p(x) - q(x)}{q(x)} \right| \leq \frac{1}{\| \theta_1 - \theta_0 \|} \left| \frac{p(x)}{q(x)} - 1 \right| = \frac{1}{\| \theta_1 - \theta_0 \|} \left| \exp(f_{\theta_1}(x) - f_{\theta_0}(x)) - 1 \right|
\]

(a)

\[
= \frac{1}{\| \theta_1 - \theta_0 \|} \left| (\theta_1 - \theta_0)^T \nabla_{\theta} f_{\theta_0}(x) \right| \exp(f_{\theta_0}(x) - f_{\theta_0}(x))
\]

\[
\leq \left\| \nabla_{\theta} f_{\theta_0}(x) \right\| \exp(f_{\theta_0}(x) - f_{\theta_0}(x))
\]

(b)

\[
\leq \left\| \nabla_{\theta} f_{\theta_0}(x) \right\| \exp \left( \left\| \theta_1 - \theta_0 \right\| \left\| \nabla_{\theta} f_{\theta_0}(x) \right\| \right),
\]

where in (a), \( \bar{\theta} \) is a convex combination of \( \theta_1 \) and \( \theta_0 \), and in (b), \( \bar{\theta} \) is a convex combination of \( \bar{\theta} \) and \( \theta_0 \). Assumption B3 implies that both \( \| \nabla_{\theta} f_{\theta_0}(x) \| \) and \( \| \nabla_{\theta} f_{\theta_0}(x) \| \) are upper-bounded by \( g_1(x) \), so

\[
(21) \quad \frac{1}{\alpha} \left| \frac{p(x) - q(x)}{q(x)} \right| \leq g_1(x) \exp \left( \left\| \theta_0 - \theta_1 \right\| g_1(x) \right).
\]

Therefore,

\[
\int_R \left( \frac{1}{\alpha} \left| \frac{p(x) - q(x)}{q(x)} \right| - 1 \right)^r q(x)dx \leq \int_R g_1(x)^r \exp \left( r \| \theta_0 - \theta_1 \| g_1(x) \right) q(x)dx
\]

(a)

\[
\leq \int_R g_1(x)^r \rho^r q(x)dx \leq \int_R g_1(x)^r \phi(x)dx,
\]

(b)
where \((a)\) follows from the definition of \(R\) and \((b)\) follows because \(\frac{q(x)}{\varphi(x)}\) is bounded. This proves \(A3'\).

To prove \(A4'\), we first construct \(h(x)\). By equation \(21\), we have

\[
\left| \frac{\gamma'(x)}{q(x)} \right| \lesssim g_1(x) \exp \left( \|\theta_0 - \theta_1\| g_1(x) \right).
\]

By Assumption \(B3\), we also have \(\left| \frac{q'(x)}{q(x)} \right| = |f'_{\theta_0}(x)| \leq g_{2,\tilde{\theta}_0}(x)\), and

\[
\left| \frac{\gamma'(x)}{q(x)} \right| = \frac{1}{\alpha} \frac{p'(x) - q'(x)}{q(x)} \lesssim \frac{1}{\|\theta_0 - \theta_1\|} \left| \frac{p'(x) - q'(x)}{q(x)} \right|
\]

\[
= \frac{1}{\|\theta_0 - \theta_1\|} \left| f'_{\theta_1} \frac{p(x)}{q(x)} - f'_{\theta_0} \right|
\]

\[
\leq \|\nabla_{\theta} f'_{\theta}(x)\| \left| \frac{p(x)}{q(x)} \right| + \frac{1}{\|\theta_1 - \theta_0\|} \left| \frac{p(x)}{q(x)} - 1 \right| \left| f'_{\theta_0}(x) \right|,
\]

where \(\tilde{\theta}\) is a convex combination of \(\theta_0\) and \(\theta_1\).

Using Assumption \(B3\) and inequality \((21)\), we have

\[
\left| \frac{\gamma'(x)}{q(x)} \right| \lesssim g_{2,\tilde{\theta}}(x) \exp \left( \|\theta_0 - \theta_1\| g_1(x) \right) + g_1(x) \exp \left( \|\theta_0 - \theta_1\| g_1(x) \right) g_{2,\theta_0}(x).
\]

Hence, we may choose \(h(x) \simeq g_{2,\tilde{\theta}}(x) \exp \left( \|\theta_0 - \theta_1\| g_1(x) \right) + g_1(x) \exp \left( \|\theta_0 - \theta_1\| g_1(x) \right) g_{2,\theta_0}(x)\)

\[
+ g_1(x) \exp \left( \|\theta_0 - \theta_1\| g_1(x) \right).
\]

Since all the component functions are \((c_1, c_2, \tilde{C}_s)\) bowl-shaped, \(h(x)\) is \((c_1, c_2, C_s)\)-bowl-shaped, where \(C_s = 3\tilde{C}_s^2 \exp(\text{diam}(\Theta)\tilde{C}_s)\). Furthermore,

\[
\int_R h(x)^{2t} \phi(x) dx \lesssim \int_R \left( g_{2,\tilde{\theta}}^{2t} + g_1(x)^{2t} \rho^{2t} \beta g_{2,\theta_0} + g_1(x)^{2t} \rho^{2t} \right) \phi(x) dx
\]

\[
\lesssim \int_R g_{2,\tilde{\theta}}^{2t} \phi(x) dx + \int_R g_1(x)^{2t} \beta g_{2,\theta_0} \phi(x) dx + \int_R g_1(x)^{2t} \phi(x) dx,
\]

where \((a)\) follows because on \(R\), we have \(\|\theta_0 - \theta_1\| g_1(x) \leq \log \rho\). By Assumption \(B3\), the first and third terms are finite, uniformly over all \(\theta_1, \theta_0 \in \Theta\). It is straightforward to show that the second term is also finite, by an application of the Cauchy-Schwartz inequality.
Now suppose $\|\theta_1 - \theta_0\| = \Theta(1)$. By Lemma G.2, we have $\int_S (\sqrt{p(x)} - \sqrt{q(x)})^2 dx = \Theta(1)$. Assumptions A1 and A4 follow from Assumptions B1 and B5.

To prove A2, note that from a previous derivation, we have

$$\left| \log \left( \frac{p(x)}{q(x)} \right) \right| \leq \|\theta_1 - \theta_0\| \sup_{\theta} \|\nabla_{\theta} f_{\theta}(x)\| \leq \|\theta_1 - \theta_0\| g_1(x).$$

Since $\|\theta_1 - \theta_0\| \leq \text{diam}(\Theta)$ and $\int_S g_1(x)^r \phi(x) dx < \infty$ by Assumption B3, we obtain A2.

To prove A3, note that $\frac{q'(x)}{q(x)} = f'_{\theta_0}(x)$ and $\frac{q'(x)}{p(x)} = f'_{\theta_1}(x)$. Therefore, $h(x) = g_{2,\theta_0}(x) + g_{2,\theta_1}(x)$ upper-bounds $\left| \frac{q'(x)}{q(x)} \right|$ and $\left| \frac{q'(x)}{p(x)} \right|$, by Assumption B3. Furthermore, $h(x)$ is $(c_1, c_2, C_s)$-bowl-shaped, where $C_s = 2C_s$.

To prove the last integrability condition, note that

$$\int_S h(x)^{2t} \phi(x) dx \leq \int_S g_{2,\theta_0}(x)^{2t} \phi(x) dx + \int_S g_{2,\theta_1}(x)^{2t} \phi(x) dx.$$

Hence,

$$\int_S h(x)^{2t} \phi(x) dx \leq 2 \sup_{\theta \in \Theta} \int_S g_{2,\theta}(x)^{2t} \phi(x) dx.$$

G.1. Supporting lemmas.

**Lemma G.1.** Under Assumptions B1–B5, we have $\alpha \asymp \|\theta_1 - \theta_0\|$.

**Proof.** We write

$$\alpha^2 = \int_R \left( \frac{p(x)}{q(x)} - 1 \right)^2 q(x) dx = \int_R \left| \exp \left( f_{\theta_1}(x) - f_{\theta_0}(x) \right) - 1 \right|^2 q(x) dx$$

$$= \int_R \left( (\theta_1 - \theta_0)^T \nabla_{\theta} f_{\theta} \left( (\theta_1 - \theta_0)^{T} \nabla_{\theta} f_{\theta}(x) \right) \right)^2 q(x) dx.$$ 

First we show an upper bound:

$$\alpha^2 \leq \int_R \|\theta_1 - \theta_0\|^2 \|\nabla_{\theta} f_{\theta}(x)\|^2 \exp \left( f_{\theta}(x) - f_{\theta_0}(x) \right) \exp(f_{\theta}(x)) dx$$

$$\leq \int_R \|\theta_1 - \theta_0\|^2 \|\nabla_{\theta} f_{\theta}(x)\|^2 \exp \left( \|\theta_1 - \theta_0\| \|\nabla_{\theta} f_{\theta}(x)\| \right) \exp(f_{\theta}(x)) dx.$$ 

On $R$, we have $\|\theta_1 - \theta_0\| \sup_{\theta} \|\nabla_{\theta} f_{\theta}(x)\| \leq \log \rho$. Hence,

$$\alpha^2 \leq \|\theta_1 - \theta_0\|^2 \int_R \|\nabla_{\theta} f_{\theta}(x)\|^2 e^{\log \rho} \exp(f_{\theta}(x)) dx$$

$$\leq \|\theta_1 - \theta_0\|^2 \rho \int_{-\infty}^{\infty} \|\nabla_{\theta} f_{\theta}(x)\|^2 \exp(f_{\theta}(x)) dx \leq \|\theta_1 - \theta_0\|^2.$$
where (a) follows from Assumptions B1 and B4. We now establish a lower bound:

\[
\alpha^2 \geq \int_R (\langle \theta_1 - \theta_0 \rangle^T \nabla_{\theta} f_{\theta}(x))^2 \exp \left( -|f_{\theta}(x) - f_{\theta_0}(x)| \right) \exp(f_{\theta}(x)) dx \\
\geq \int_R (\langle \theta_1 - \theta_0 \rangle^T \nabla_{\theta} f_{\theta}(x))^2 \exp \left( -||\theta_1 - \theta_0|| \nabla_{\theta} f_{\theta}(x) \right) \exp(f_{\theta}(x)) dx \\
\geq (a) \frac{1}{\rho} (\theta_1 - \theta_0)^T \left( \int_R (\nabla_{\theta} f_{\theta}(x)) (\nabla_{\theta} f_{\theta}(x))^T \exp(f_{\theta}(x)) dx \right) (\theta_1 - \theta_0),
\]

where (a) follows from Assumption B3. Define

\[
\tilde{G}_{\theta} = \int_R (\nabla_{\theta} f_{\theta}(x)) (\nabla_{\theta} f_{\theta}(x))^T \exp(f_{\theta}(x)) dx.
\]

As \( \rho \) increases, \( R \to S \). Therefore, there exists an absolute constant such that for all \( \rho \) greater than or equal to this constant, we have \( \lambda_{\min}(\tilde{G}_{\theta}) > \frac{1}{2} \lambda_{\min}(G_{\theta}) > 0 \). Hence, \( \alpha^2 \geq ||\theta_1 - \theta_0||^2 \).

**Lemma G.2.** The Hellinger distance satisfies the bound

\[
\int_S (\sqrt{p(x)} - \sqrt{q(x)})^2 dx = c ||\theta_0 - \theta_1||^2,
\]

where \( c_{min} \leq c \leq \frac{1}{4} c_{max} d_{\Theta} \).

**Proof.** Expanding the left-hand side, we have

\[
\int_S (\sqrt{p(x)} - \sqrt{q(x)})^2 dx = \int_S q(x) \left( \sqrt{\frac{p(x)}{q(x)}} - 1 \right)^2 dx \\
= \int_S q(x) \left( \exp\left( \frac{f_{\theta_1}(x)}{2} - \frac{f_{\theta_0}(x)}{2} \right) - 1 \right)^2 dx.
\]

Let \( h(\theta) = \exp\left( f_{\theta}(x) - f_{\theta_0}(x) \right) \). It is clear that \( h(\theta_0) = 1 \) and that we wish to bound \( h(\theta_1) - h(\theta_0) \). We bound this as follows:

\[
|h(\theta_1) - h(\theta_0)| = |(\theta_1 - \theta_0)^T \nabla_{\theta} h(\bar{\theta})| \\
\leq \frac{1}{2} \|\theta_1 - \theta_0\| \|\nabla_{\theta} f_{\theta}(x)\| \exp\left( \frac{f_{\theta}(x)}{2} - \frac{f_{\theta_0}(x)}{2} \right),
\]

where \( \bar{\theta} \) is the optimal solution.
where $\bar{\theta} \in \Theta$ is some convex combination of $\theta_1, \theta_0$. Thus, we have

$$\int_S q(x) \left( \exp \left( \frac{f_{\theta_1}(x)}{2} - \frac{f_{\theta_0}(x)}{2} \right) - 1 \right)^2 dx$$

$$\leq \int_S q(x) \frac{1}{4} \|\theta_1 - \theta_0\|^2 \|\nabla \theta f_{\bar{\theta}}(x)\|^2 \exp(f_{\bar{\theta}}(x) - f_{\theta_0}(x)) dx$$

$$= \frac{1}{4} \|\theta_1 - \theta_0\|^2 \int_S \|\nabla \theta f_{\bar{\theta}}(x)\|^2 \exp(f_{\bar{\theta}}(x)) dx$$

$$\leq \frac{1}{4} \|\theta_1 - \theta_0\|^2 \text{tr}(G_{\bar{\theta}})$$

$$\leq \frac{1}{4} \|\theta_1 - \theta_0\|^2 c_{\max} d_\Theta,$$

where $\Theta \subseteq \mathbb{R}^{d_\Theta}$. Furthermore,

$$\int_S q(x) \left( \frac{f_{\theta_1}(x)}{2} - \frac{f_{\theta_0}(x)}{2} \right) - 1 \right)^2 dx$$

$$= \int_S \left( (\theta_1 - \theta_0)^T \nabla \theta f_{\bar{\theta}}(x) \right)^2 \exp(f_{\bar{\theta}}(x)) dx$$

$$= (\theta_1 - \theta_0)^T G_{\bar{\theta}}(\theta_1 - \theta_0) \geq c_{\min} \|\theta_1 - \theta_0\|^2.$$

\[ \square \]

**G.2. Proof of examples.**

**Proposition G.1.** Let $\exp(f(x))$ be a positive density over $\mathbb{R}$, where

(a) $|f^{(k)}(x)|$ is bounded for some $k \geq 2$, and

(b) there exist constants $c$ and $M$ such that $f'(x) > M$ for $x < -c$ and $f'(x) < -M$ for $x > c$.

Let $\theta = (\mu, \sigma)$ and $\Theta = [-C_\mu, C_\mu] \times [\frac{1}{c_\sigma}, c_\sigma]$, for some absolute constants $C_\mu$ and $c_\sigma$, and let $f_\theta(x) = f \left( \frac{x - \mu}{\sigma} \right) - \log \sigma$. Then $\{f_\theta(x)\}_{\theta \in \Theta}$ satisfies Assumptions B1–B4 with respect to $\phi$ defined in equation (3).

**Proof.** Before we prove the claims, let us derive some useful properties of $f$. First, for any $x > c$, we have

$$f(x) = \int_0^x f'(t) dt = \int_0^c f'(t) dt + \int_c^x f'(t) dt \lesssim 1 - \int_c^x M dt \lesssim 1 - x.$$ 

Similarly, for any $x < -c$, we have $f(x) \lesssim 1 + x$. Therefore, $f(x) \lesssim 1 - |x|$. 

Likewise, we have
\[ f \left( \frac{x - \mu}{\sigma} \right) \lesssim 1 - \left| \frac{x - \mu}{\sigma} \right| \lesssim 1 - \left| \frac{x}{\sigma} \right| + \frac{\mu}{\sigma} \lesssim 1 - |x|, \]
where (a) follows because \( \sigma \geq \frac{1}{c_{\sigma}} \) and \( |\mu| \leq C_{\mu} \), for some absolute constants \( c_{\sigma} \) and \( C_{\mu} \). Thus, the density \( \exp f \left( \frac{x - \mu}{\sigma} \right) \) is sub-exponential.

Since \( f^{(k)}(x) \) is bounded, L’Hopital’s rule implies \( \left| f'(x) \right| \lesssim |x|^{k-1} + 1 \) and \( \left| f''(x) \right| \lesssim |x|^{k-2} + 1 \). Furthermore,
\[ f' \left( \frac{x - \mu}{\sigma} \right) \lesssim \left| \frac{x - \mu}{\sigma} \right|^{k-1} + 1 \lesssim \left| \frac{x}{\sigma} \right|^{k-1} + \left| \frac{\mu}{\sigma} \right|^{k-1} + 1 \lesssim |x|^{k-1} + 1, \]
where (a) follows because \( k \) is a constant and (b) follows because \( |\mu| \leq C_{\mu} \) and \( \sigma \geq \frac{1}{c_{\sigma}} \), by assumption.

Now we prove the first claim \( B1 \). We have
\[ \log \phi(x) - f_{\theta}(x) = \log \frac{e}{8} - \sqrt{|x|} + 1 - f \left( \frac{x - \mu}{\sigma} \right) - \log \sigma \]
\[ \geq -\sqrt{|x|} + 1 - f \left( \frac{x - \mu}{\sigma} \right) - \log \frac{1}{c_{\sigma}} + \log \frac{e}{8} \]
\[ \geq -\sqrt{|x|} + 1 - C(1 - |x|) - \log \frac{1}{c_{\sigma}} + \log \frac{e}{8} > -\infty. \]

Moving on to \( B2 \), we have
\[ \nabla f_{\theta}(x) = \left[ \frac{-1}{\sigma} f' \left( \frac{x - \mu}{\sigma} \right) - \left( \frac{x - \mu}{\sigma^2} \right) f' \left( \frac{x - \mu}{\sigma} \right) \right] = -\frac{1}{\sigma} f' \left( \frac{x - \mu}{\sigma} \right) \left[ \frac{1}{\sigma} - 1 + \frac{x - \mu}{\sigma} \right]. \]
To show that \( \lambda_{\text{max}}(G_{\theta}) < \infty \), it is sufficient to show that
\[ \int \frac{1}{\sigma} f' \left( \frac{x - \mu}{\sigma} \right)^2 \left( \frac{x - \mu}{\sigma} + 1 \right) \exp f \left( \frac{x - \mu}{\sigma} \right) dx < \infty, \quad \text{and} \]
\[ \int \frac{1}{\sigma} f' \left( \frac{x - \mu}{\sigma} \right)^2 \left( \frac{x - \mu}{\sigma} + 1 \right)^2 \exp f \left( \frac{x - \mu}{\sigma} \right) dx < \infty. \]
Since \( \left| f' \left( \frac{x - \mu}{\sigma} \right) \right| \lesssim \left| \frac{x - \mu}{\sigma} \right|^{k-1} + 1 \) and \( \exp f \left( \frac{x - \mu}{\sigma} \right) \) is sub-exponential with all moments finite, we conclude that both integrals converge.

To show that \( \lambda_{\text{min}}(G_{\theta}) > 0 \), we need to show that \( \det(G_{\theta}) > 0 \). Let \( g(x) = \frac{1}{\sigma} \exp f \left( \frac{x - \mu}{\sigma} \right) \), and note that \( g \) is positive and integrable. The integral of \( g \) is not 0, since \( |f'(x)| \geq M \) for all \( |x| > c \). Thus, \( g \) may be normalized to a density \( \tilde{g} \).
Showing that $\det(G_{\theta}) > 0$ is equivalent to showing that
\[
\int g(x)dx \left( \frac{x - \mu}{\sigma} + 1 \right)^2 g(x)dx > \left( \int \left( \frac{x - \mu}{\sigma} + 1 \right) g(x)dx \right)^2,
\]
which is equivalent to showing that
\[
E_{\tilde{g}} \left[ \left( \frac{X - \mu}{\sigma} + 1 \right)^2 \right] - \left( E_{\tilde{g}} \left[ \frac{X - \mu}{\sigma} + 1 \right] \right)^2 > 0,
\]
or $\text{Var}_{\tilde{g}}(X) > 0$. This follows because $g(x) \neq 0$.

To verify B3, note that
\[
\left\| \nabla f_{\theta} \right\| = \left\| \frac{1}{\sigma} f' \left( \frac{x - \mu}{\sigma} \right) \right\| \sqrt{1 + \left( \frac{(x - \mu)/\sigma}{1 + \left( (x - \mu)/\sigma \right)} \right)^2} 
\lesssim (1 + |x|^{k-1})(1 + |(x - \mu)/\sigma|) \lesssim 1 + |x|^k.
\]

Thus, we set $g_1(x) = C(1 + |x|^k)$ for some absolute constant $C$. Note that $g_1(x)$ is clearly bowl-shaped and $\int g_1(x)^r \phi(x)dx$ is finite, since all moments of $\phi$ are finite. To construct $g_{2,\theta}$, note that
\[
f'_{\theta}(x) = \frac{1}{\sigma} f' \left( \frac{x - \mu}{\sigma} \right), \quad \text{and} \quad \nabla f'_{\theta}(x) = \left[ -\frac{1}{\sigma^2} f'' \left( \frac{x - \mu}{\sigma} \right) - \frac{x - \mu}{\sigma^3} f''' \left( \frac{x - \mu}{\sigma} \right) \right].
\]

Therefore, $\left| f'_{\theta}(x) \right| \lesssim 1 + |x|^{k-1}$, and
\[
\left\| \nabla f'_{\theta}(x) \right\| \lesssim \frac{1}{\sigma^2} \left| f'' \left( \frac{x - \mu}{\sigma} \right) \right| + \frac{1}{\sigma^2} \left| f' \left( \frac{x - \mu}{\sigma} \right) \right| + \frac{1}{\sigma^2} \left| f'' \left( \frac{x - \mu}{\sigma} \right) \right| \left| \frac{x - \mu}{\sigma} \right|
\lesssim (1 + |x|^{k-2}) + (1 + |x|^{k-1}) + (1 + |x|^{k-2})(1 + |x|)
\lesssim 1 + |x|^{k-1},
\]
where (a) follows because $|f''(x)| \lesssim 1 + |x|^{k-2}$. Thus, we may take $g_{2,\theta}(x) = C(1 + |x|^{k-1})$. This is clearly bowl-shaped and integrable, as well.

Finally, we prove B4. We have
\[
(\log \phi)'(x) = \begin{cases} 
\frac{1}{\sigma} - \frac{1}{\sqrt{1 - x}}, & \text{if } x < 0 \\
-\frac{1}{\sigma} + \frac{1}{\sqrt{1 + x}}, & \text{if } x > 0.
\end{cases}
\]

In particular, $(\log \phi)'(x) \to 0$ as $|x| \to \infty$. 

\[\text{imsart-aos ver. 2014/10/16 file: paper-aos_submit.tex date: June 3, 2017}\]
We also know that \( f'(x) \geq M \) for all \( x \leq -c \), and \( f'(x) \leq -M \) for all \( x \geq c \). If \( x \leq -\frac{c}{c_\sigma} - C_{\mu} \), then \( \frac{x - \mu}{\sigma} \leq -c \) and
\[
f'_\theta(x) = \frac{1}{\sigma} f' \left( \frac{x - \mu}{\sigma} \right) \geq \frac{M}{c_\sigma}.
\]
If \( x \geq \frac{c}{c_\sigma} + C_{\mu} \), then \( \frac{x - \mu}{\sigma} \geq c \) and
\[
f'_\theta(x) = \frac{1}{\sigma} f' \left( \frac{x - \mu}{\sigma} \right) \leq -\frac{M}{c_\sigma}.
\]
Thus, there exist \( c_{s1} < 0 \) and \( c_{s2} > 0 \) such that B4 holds.

**Proposition G.2.** Let \( \exp(f(x)) \) be a positive density over \( \mathbb{R}^+ \), where

(a) \( |f^{(k)}(x)| \) is bounded for some \( k \geq 2 \), and
(b) there exist constants \( c \) and \( M \) such that \( f'(x) < -M \) for \( x > c \).

Let \( \theta = \sigma \) and \( \Theta = \left[ \frac{1}{c_\sigma}, c_\sigma \right] \) for some absolute constant \( c_\sigma \), and let \( f_\theta(x) = f \left( \frac{x}{\sigma} \right) - \log \sigma \). Then \( \{f_\theta(x)\}_{\theta \in \Theta} \) satisfies Assumptions B1–B4 with respect to \( \phi \) defined in equation (3).

The proof is almost identical to that of Proposition G.1.

**Proposition G.3.** Let \( \theta = (\alpha, \beta) \) and \( \Theta = \left[ \frac{1}{c}, c \right]^2 \) for some constant \( c \), and let \( f_\theta = (\alpha - 1) \log x - \beta x + \alpha \log \beta - \log \Gamma(\alpha) \). Then \( \{f_\theta(x)\}_{\theta \in \Theta} \) satisfies Assumptions B1–B4 with respect to \( \phi \) defined in equation (3).

**Proof.** We first prove B1. We have \( \log \phi(x) = \log \frac{e}{4} - \sqrt{x + 1} \), so
\[
\log \phi(x) - f_\theta(x) = -\sqrt{x + 1} - (\alpha - 1) \log x + \beta x + \log \frac{e}{4} - \alpha \log \beta - \log \Gamma(\alpha) > -\infty.
\]

To prove B2, note that \( G_\theta = \int (H_\theta f_\theta(x)) \exp f_\theta(x) dx \), where \( H_\theta \) is the Hessian operator. Hence,
\[
\nabla f_\theta(x) = \begin{bmatrix} \log x + \log \beta - \log \Gamma(\alpha) + \alpha \log \beta \end{bmatrix},
\]

implying that
\[
H_\theta f_\theta(x) = \begin{bmatrix} d^2 \log \Gamma(\alpha) & \frac{1}{\beta} \\ \frac{1}{\beta} & -\frac{\alpha}{\beta^2} \end{bmatrix}.
\]
Therefore, $G_\theta = H_\theta f_\theta(x)$ which is clearly full-rank.

To prove B3, we write

$$\|\nabla f_\theta(x)\| \leq |\log x| + x + |\log \beta| + |d_\alpha \log \Gamma(\alpha)| + \frac{\alpha}{\beta} \tag{\ref{eq:log_deriv}}$$

\begin{align*}
& \leq |\log x| + x + C,
\end{align*}

where \((a)\) follows because $c \geq \beta$, $\alpha \geq \frac{1}{c}$. Therefore, we take $g_1(x) = |\log x| + x + C$. Then

$$\int g_1(x)^r \phi(x)dx = \int_0^\infty (|\log x| + x + C)^r \phi(x)dx \lesssim \int_0^\infty |\log x|^r \phi(x) + \int_0^\infty x^r \phi(x)dx.$$ 

Observe that both terms are finite for our choice of $\phi$. Furthermore,

$$f_\theta'(x) = \left(\frac{\alpha - 1}{x} - \beta\right), \quad \text{and} \quad \nabla f_\theta'(x) = \left[ \begin{array}{c} 1 \\ -1 \end{array} \right],$$

implying that $|f_\theta'(x)| \lesssim 1 + x^{-1}$ and $\|\nabla f_\theta'(x)\| \lesssim 1 + x^{-1}$. Thus, $g_{2,\theta} = C(1 + x^{-1})$ satisfies

$$\int_0^\infty g_{2,\theta}(x)^4 t \phi(x)dx \lesssim 1 + \int_0^\infty x^{-4t} \phi(x)dx.$$ 

Since $4t < 1$ by assumption, the integral converges. B4 readily follows because $\beta \geq \frac{1}{\epsilon} > 0$.

\section*{Appendix H: Appendix for Theorem 5.3}

We begin by defining some notation. Let $\hat{\sigma}$ denote a clustering algorithm and $A$ denote a weighted network such that $\hat{\sigma}(A) : [n] \to [K]$ is the clustering obtained by $\hat{\sigma}$ based on the input $A$. Let

$$S_K[\hat{\sigma}(A), \sigma_0] := \arg\min_{\rho \in S_K} d_H(\rho \circ \hat{\sigma}(A), \sigma_0),$$

where $d_H(\cdot, \cdot)$ denotes the Hamming distance, and define

$$E[\hat{\sigma}(A), \sigma_0] := \left\{ v : (\rho \circ \hat{\sigma}(A))(v) \neq \sigma_0(v), \text{ for some } \rho \in S_K[\hat{\sigma}(A), \sigma_0] \right\}. \tag{\ref{eq:wrong_cluster}}$$

When $S_K[\hat{\sigma}(A), \sigma_0]$ is a singleton, the set $E[\hat{\sigma}(A), \sigma_0]$ contains all nodes misclustered by $\hat{\sigma}(A)$ in relation to $\sigma_0$. When $S_K[\hat{\sigma}(A), \sigma_0]$ contains multiple elements, we continue to call $E[\hat{\sigma}(A), \sigma_0]$ the set of misclustered nodes.
H.1. Proof of Theorem 5.3. Throughout this proof, let $C$ denote a \( \Theta(1) \) sequence whose value may change from instance to instance. Let

\[
\tilde{l}(\hat{\sigma}(A), \sigma_0) = \frac{1}{n} \sum_{v=1}^{n} 1\{v \in \mathcal{E}[\hat{\sigma}(A), \sigma_0]\},
\]

where \( \mathcal{E}[\hat{\sigma}(A), \sigma_0] \) is defined in equation (23). In particular, note that if \( |S_K[\hat{\sigma}(A), \sigma_0]| = 1 \), we have \( \tilde{l} = l \). We have the following claims:

**Claim 1:** If \( nI_n \to \infty \), then \( \mathbb{E}\tilde{l}(\hat{\sigma}(A), \sigma_0) \geq C \exp\left(-\left(1 + o(1)\right)\frac{nI_n}{\beta K}\right) \).

**Claim 2:** If \( nI_n \leq c < \infty \), then \( \mathbb{E}\tilde{l}(\hat{\sigma}(A), \sigma_0) \geq c' > 0 \), for some constants \( c \) and \( c' \).

We first prove the theorem from the claims. If \( P\left(l(\hat{\sigma}(A), \sigma_0) \geq \frac{1}{2\beta K}\right) \geq \frac{1}{2} \mathbb{E}\tilde{l}(\hat{\sigma}(A), \sigma_0) \), we have

\[
\mathbb{E}(\hat{\sigma}(A), \sigma_0) \geq \frac{1}{2\beta K} \mathbb{P}\left(l(\hat{\sigma}(A), \sigma_0) \geq \frac{1}{2\beta K}\right) \geq \frac{1}{4\beta K} \mathbb{E}\tilde{l}(\hat{\sigma}(A), \sigma_0).
\]

On the other hand, if \( P\left(l(\hat{\sigma}(A), \sigma_0) \geq \frac{1}{2\beta K}\right) < \frac{1}{2} \mathbb{E}\tilde{l}(\hat{\sigma}(A), \sigma_0) \), we have

\[
\mathbb{E}(\hat{\sigma}(A), \sigma_0) \geq \mathbb{E}\left[l(\hat{\sigma}(A), \sigma_0) \mid l(\hat{\sigma}(A), \sigma_0) < \frac{1}{2\beta K}\right] \mathbb{P}\left(l(\hat{\sigma}(A), \sigma_0) < \frac{1}{2\beta K}\right)
\]

\[
= \mathbb{E}\tilde{l}(\hat{\sigma}(A), \sigma_0) - \mathbb{E}\left[\tilde{l}(\hat{\sigma}(A), \sigma_0) \mid l(\hat{\sigma}(A), \sigma_0) \geq \frac{1}{2\beta K}\right] P\left(l(\hat{\sigma}(A), \sigma_0) \geq \frac{1}{2\beta K}\right)
\]

\[
\geq \mathbb{E}\tilde{l}(\hat{\sigma}(A), \sigma_0) - \frac{1}{2} \mathbb{E}\tilde{l}(\hat{\sigma}(A), \sigma_0) = \frac{1}{2} \mathbb{E}\tilde{l}(\hat{\sigma}(A), \sigma_0),
\]

where \((a)\) holds by invoking Lemma B.8. Thus, any lower bound on \( \mathbb{E}\tilde{l}(\hat{\sigma}(A), \sigma_0) \) translates into a lower bound on \( \mathbb{E}(\hat{\sigma}(A), \sigma_0) \) scaled by a suitable constant, implying the desired result.

We now focus on proving the claims. Without loss of generality, suppose cluster 1 has size \( \frac{n}{3K} + 1 \) and cluster 2 has size \( \frac{n}{3K} \). Let \( C_i = \{u : \sigma_0(u) = i\} \) denote the \( i \)-th cluster. We also suppose without loss of generality that \( C_1 = \{1, 2, \ldots, \frac{n}{3K} + 1\} \) and \( C_2 = \{\frac{n}{3K} + 2, \ldots, 2\frac{n}{3K} + 1\} \).
Let \( \sigma^1_0 := \sigma_0 \), and let \( \sigma^2_0 : [n] \rightarrow [K] \) be the cluster assignment satisfying \( \sigma^2_0(v) = \sigma_0(v) \) for all \( v \neq 1 \), and \( \sigma^2_0(1) = 2 \). Let \( \sigma^* \) be a random cluster assignment, where

\[
\sigma^* = \begin{cases} 
\sigma^1_0, & \text{with probability } \frac{1}{2}, \\
\sigma^2_0, & \text{with probability } \frac{1}{2}.
\end{cases}
\]

\( \sigma^*(u) = \sigma_0(u) \) for all \( u \neq 1 \) but \( \sigma^*(1) \) is random: it is either 1 or 2 each with \( \frac{1}{2} \) probability.

Let \( \Phi \) denote the probability measure on \((\sigma^*, A, \hat{\sigma}(A))\), defined by

\[
P_{\Phi}(\sigma^*, A, \hat{\sigma}(A)) = P(\sigma^*)P_{SBM}(A | \sigma^*)P_{alg}(\hat{\sigma}(A) | A),
\]

where \( P_{SBM}(A | \sigma^*) \) is the measure on the weighted graph defined by the weighted SBM treating \( \sigma^* \) as the true cluster assignment, and \( P_{alg} \) represents any randomness in the clustering algorithm. Let \( \Psi \) denote an alternative probability measure defined by

\[
P_{\Psi}(\sigma^*, A, \hat{\sigma}(A)) = P(\sigma^*)P_{\Psi}(A | \sigma^*)P_{alg}(\hat{\sigma}(A) | A),
\]

where \( P_{\Psi}(A | \sigma^*) \) is defined as follows:

1. If \( u, v \neq 1 \), then \( A_{uv} \) is distributed just as in \( P_{SBM}(A | \sigma^*) \).
2. If \( v = 1 \) and \( u \notin C_1 \cup C_2 \), then \( A_{uv} \) is distributed just as in \( P_{SBM}(A | \sigma^*) \).
3. If \( v = 1 \) and \( u \in C_1 \cup C_2 \), then \( A_{uv} \) is distributed as \( Y^* \), where \( Y^* \) is the distribution that minimizes \( D \) in Lemma H.2; i.e., \( Y^* \propto (P_0Q_0)^{1/2} \) and \( (1 - Y^*)x(Y^*) \propto \sqrt{(1 - P_0)p(x)(1 - Q_0)q(x)} \).

Note that \( P_{\Psi}(A | \sigma^*) = P_{\Psi}(A) \) does not depend on whether \( \sigma^* = \sigma^1_0 \) or \( \sigma^2_0 \).

Furthermore, we have

\[
Q := \log \frac{dP_{\Phi}}{dP_{\Psi}} = \log \frac{dP_{SBM}(A | \sigma^*)}{dP_{\Psi}(A | \sigma^*)} = \sum_{u \in C_{\sigma^*(1)}} \log \frac{Y(A_{u,1})}{P(A_{u,1})} + \sum_{u \in C_1 \cup C_2 \setminus C_{\sigma^*(1)}} \log \frac{Y(A_{u,1})}{Q(A_{u,1})},
\]

where we use the notation \( P(A_{u,1}) = P_0 \) if \( A_{u,1} = 0 \) and \( P(A_{u,1}) = (1 - P_0)p(A_{u,1}) \) if \( A_{u,1} \neq 0 \), and similarly for \( Y \). Let

\[
E = \left\{ 1 \notin E[\hat{\sigma}(A), \sigma^*] \text{ and } \tilde{I}(\hat{\sigma}(A), \sigma^*) \leq \frac{1}{4 \beta K} \right\}.
\]

For an arbitrary function \( f(n) \) to be defined later, we may write

\[
P_{\Psi}(Q \leq f(n)) = P_{\Psi}(Q \leq f(n), \neg E) + P_{\Psi}(Q \leq f(n), E).
\]

\[\text{(24)}\]
We bound the first term as follows:

\[
P_{\Psi}(Q \le f(n), -E) = \int_{Q\le f(n), -E} dP_{\Psi} = \int_{Q\le f(n), -E} \exp(Q) dP_{\Psi}
\]

\[
\le \exp(f(n)) P_{\Psi}(Q \le f(n), -E) \le \exp(f(n)) P_{\Psi}(-E)
\]

\[
\le \exp(f(n)) \left( P_{\Psi}(1 \in E[\hat{\sigma}(A), \sigma^*]) + P_{\Psi} \left( \tilde{I}(\hat{\sigma}(A), \sigma^*) \ge \frac{1}{4\beta K} \right) \right).
\]

Furthermore,

\[
E_{\Phi} \tilde{I}(\hat{\sigma}(A), \sigma^*) = \frac{1}{n} \sum_{v=1}^{n} P_{\Phi}(v \in E[\hat{\sigma}(A), \sigma^*]) \ge \frac{1}{n} \sum_{v \in C_{\sigma^*}(1)} P_{\Phi}(v \in E[\hat{\sigma}(A), \sigma^*])
\]

\[
\overset{(a)}{=} \frac{|C_{\sigma^*}(1)|}{n} P_{\Phi}(1 \in E[\hat{\sigma}(A), \sigma^*]) \ge \frac{1}{\beta K} P_{\Phi}(1 \in E[\hat{\sigma}(A), \sigma^*]),
\]

where (a) follows from Corollary H.1, and

\[
E_{\Phi} \tilde{I}(\hat{\sigma}(A), \sigma^*) \ge E_{\Phi} \left[ \tilde{I}(\hat{\sigma}(A), \sigma^*) \left| \tilde{I}(\hat{\sigma}(A), \sigma^*) \ge \frac{1}{4\beta K} \right. \right]
\]

\[
\cdot P_{\Phi} \left( \tilde{I}(\hat{\sigma}(A), \sigma^*) \ge \frac{1}{4\beta K} \right)
\]

\[
\ge \frac{1}{4\beta K} P_{\Phi} \left( \tilde{I}(\hat{\sigma}(A), \sigma^*) \ge \frac{1}{4\beta K} \right),
\]

so we have the bound

\[
P_{\Psi}(Q \le f(n), -E) \le \exp(f(n)) \cdot 5\beta K \cdot E_{\Phi} \tilde{I}(\hat{\sigma}(A), \sigma^*).
\]

We now turn to the second term in equation (24). We have

\[
P_{\Psi}(E) = \frac{1}{2} P_{\Psi} \left( 1 \notin E[\hat{\sigma}(A), \sigma_0^1] \text{ and } \tilde{I}(\hat{\sigma}(A), \sigma_0^1) \le \frac{1}{4\beta K} \right)
\]

\[
+ \frac{1}{2} P_{\Psi} \left( 1 \notin E[\hat{\sigma}(A), \sigma_0^2] \text{ and } \tilde{I}(\hat{\sigma}(A), \sigma_0^2) \le \frac{1}{4\beta K} \right).
\]

If \( \tilde{I}(\hat{\sigma}(A), \sigma_0^1) \le \tilde{I}(\hat{\sigma}(A), \sigma_0^1) \le \frac{1}{4\beta K} \), Lemma B.8 implies \( S_K[\hat{\sigma}(A), \sigma_0^1] \) contains only one element, which we denote by \( \rho \). Since \( d_H(\sigma_0^1, \sigma_0^2) = 1 \), we have \( \frac{1}{n} d_H(\rho \circ \hat{\sigma}(A), \sigma_0^2) \le \frac{1}{4\beta K} + \frac{1}{n} \le \frac{1}{2\beta K} \), so applying Lemma B.8 again, we conclude that \( \rho \in S_K[\hat{\sigma}(A), \sigma_0^2] \), as well. However, \( (\rho \circ \hat{\sigma}(A))(1) \) cannot be equal to both \( \sigma_0^1(1) = 1 \) and \( \sigma_0^2(1) = 2 \). Hence, we cannot simultaneously have \( 1 \notin E[\hat{\sigma}(A), \sigma_0^1] \) and \( 1 \notin E[\hat{\sigma}(A), \sigma_0^2] \). In particular, the two events in
equation (25) are disjoint, so \( P_\Psi(Q \leq f(n), E) \leq P_\Psi(E) \leq \frac{1}{2} \). Plugging back into equation (24), we conclude that

\[
P_\Psi(Q \leq f(n)) \leq \exp(f(n)) \cdot 5\beta K \cdot E_\tilde{l}(\hat{\sigma}(A), \sigma^*) + \frac{1}{2},
\]

so setting \( f(n) = \log \frac{1}{20 \beta K E_\tilde{l}(\hat{\sigma}(A), \sigma^*)} \), we have

\[
P_\Psi \left( Q \leq \log \frac{1}{20 \beta K E_\tilde{l}(\hat{\sigma}(A), \sigma^*)} \right) \leq \frac{3}{4}.
\]

By Chebyshev’s inequality, we also have

\[
P_\Psi \left( Q \leq E_\Psi Q + \sqrt{5 V_\Psi(Q)} \right) \geq \frac{4}{5},
\]

where \( V_\Psi(Q) \) is the variance of \( Q \) under \( \Psi \). Hence, \( \log \frac{1}{20 \beta K E_\tilde{l}(\hat{\sigma}(A), \sigma^*)} \leq E_\Psi Q + \sqrt{5 V_\Psi(Q)} \), or equivalently,

\[
E_\tilde{l}(\hat{\sigma}(A), \sigma^*) \geq \frac{1}{20 \beta K} \exp \left( - (E_\Psi Q + \sqrt{5 V_\Psi(Q)}) \right).
\]

We now compute \( E_\Psi Q \) and \( V_\Psi(Q) \). Note that

\[
E_\Psi Q = \frac{1}{2} E_\Psi \{Q \mid \sigma^* = \sigma_0^1\} + \frac{1}{2} E_\Psi \{Q \mid \sigma^* = \sigma_0^2\}.
\]

Furthermore, by Lemma H.2, we have

\[
E_\Psi \{Q \mid \sigma^* = \sigma_0^1\} = E_\Psi \left[ \sum_{u: u \neq 1, \sigma_0^1(u) = 1} \log \frac{Y(A_{u,1})}{P(A_{u,1})} + \sum_{u: \sigma_0^1(u) = 2} \log \frac{Y(A_{u,1})}{Q(A_{u,1})} \right] = \frac{n}{\beta K} \int \log \frac{dY}{d\tilde{P}} dY + \frac{n}{\beta K} \int \log \frac{dY}{dQ} dY = \frac{n}{\beta K} 2D = \frac{n}{\beta K} I.
\]

Similarly, we have \( E_\Psi \{Q \mid \sigma^* = \sigma_0^2\} = \frac{n I}{\beta K} \), so \( E_\Psi Q = \frac{n I}{\beta K} \). We show in Lemma H.3 that the following bound holds for the variance: \( \sqrt{5 V_\Psi(Q)} \leq C \sqrt{\frac{n I}{\beta K}} \).

Now note that if \( \frac{n I}{\beta K} \to \infty \), we have \( \sqrt{\frac{n I}{\beta K}} = o \left( \frac{n I}{\beta K} \right) \), so \( \sqrt{5 V_\Psi(Q)} = o \left( \frac{n I}{\beta K} \right) \). Therefore, \( E_\tilde{l}(\hat{\sigma}(A), \sigma^*) \geq C \exp \left( -(1 + o(1)) \frac{n I}{\beta K} \right) \). If instead \( \frac{n I}{\beta K} \leq c < \infty \), then \( E_\Psi Q = c \) and \( \sqrt{5 V_\Psi(Q)} \leq C \sqrt{c} \), so \( E_\tilde{l}(\hat{\sigma}(A), \sigma^*) \geq c' > 0 \), for some constant \( c' \).
Now define two measures \( P_1, P_2 \) on \((A, \hat{\sigma}(A))\), as follows:

\[
P_1(A, \hat{\sigma}(A)) = P_{SBM}(A | \sigma_0^1)P_{alg}(\hat{\sigma}(A) | A),
\]

\[
P_2(A, \hat{\sigma}(A)) = P_{SBM}(A | \sigma_0^2)P_{alg}(\hat{\sigma}(A) | A).
\]

Note that \( E_\Phi[\hat{l}(\hat{\sigma}, \sigma^*) | \sigma^* = \sigma_0^1] = E_1[\hat{l}(\hat{\sigma}, \sigma_0^1)] \) and \( E_\Phi[\hat{l}(\hat{\sigma}, \sigma^*) | \sigma^* = \sigma_0^2] = E_2[\hat{l}(\hat{\sigma}, \sigma_0^2)] \), where \( E_1 \) and \( E_2 \) are expectations taken with respect to \( P_1 \) and \( P_2 \), respectively. We claim that \( E_1[\hat{l}(\hat{\sigma}, \sigma_0^1)] = E_2[\hat{l}(\hat{\sigma}, \sigma_0^2)] \), in which case \( E_\Phi[\hat{l}(\hat{\sigma}, \sigma^*)] = E_1[\hat{l}(\hat{\sigma}, \sigma_0^1)] = E_2[\hat{l}(\hat{\sigma}, \sigma_0^2)] \) and the claims follow.

Define a permutation \( \pi \in S_n \) that swaps \( \{2, \ldots, \frac{n}{2K} + 1\} \) with \( \{\frac{n}{2K} + 2, \ldots, 2\frac{n}{2K} + 1\} \) and satisfies \( \pi(u) = u \) for \( u = 1 \) and \( u \geq 2\frac{n}{2K} + 2 \). Clearly, \( \sigma_0^2 = \tau \circ \sigma_0^1 \circ \pi^{-1} \), where \( \tau \in S_K \) swaps cluster labels 1 and 2. Now let \( A \) be fixed and let \( \rho \in S_K \) be arbitrary. We have

\[
d_H(\rho \circ \hat{\sigma}(A), \sigma_0^1) = d_H(\rho \circ \hat{\sigma}(A), \tau^{-1} \circ \sigma_0^2 \circ \pi)
\]

\[
= d_H(\rho \circ \hat{\sigma}(A), \tau^{-1} \circ \sigma_0^2)
\]

\[
= d_H(\rho \circ \xi^{-1} \circ \hat{\sigma}(A), \tau^{-1} \circ \sigma_0^2)
\]

\[
= d_H(\tau \circ \rho \circ \xi^{-1} \circ \hat{\sigma}(A), \sigma_0^2).
\]

Thus, \( \rho \mapsto \tau \circ \rho \circ \xi^{-1} \) is a bijection between \( S_K[\hat{\sigma}(A), \sigma_0^1] \) and \( S_K[\hat{\sigma}(A), \sigma_0^2] \). Furthermore, if \( v \) satisfies \( (\rho \circ \hat{\sigma}(A))(v) \neq \sigma_0^1(v) \), we equivalently have

\( (\rho \circ \hat{\sigma}(A))(v) \neq (\tau^{-1} \circ \sigma_0^2 \circ \pi)(v) \iff (\rho \circ \hat{\sigma}(A) \circ \pi^{-1})(u) \neq (\tau^{-1} \circ \sigma_0^2)(u) \)

where \( \pi(v) = u \), so \( (\tau \circ \rho \circ \xi^{-1} \circ \hat{\sigma}(A))(u) \neq \sigma_0^2(u) \). Thus, \( v \in \mathcal{E}[\hat{\sigma}(A), \sigma_0^1] \) if and only if \( \pi(v) \in \mathcal{E}[\hat{\sigma}(A), \sigma_0^2] \). Finally, we conclude that

\[
E_1[\hat{l}(\hat{\sigma}(A), \sigma_0^1)] = \frac{1}{n} \sum_{v=1}^{n} P_1(v \in \mathcal{E}[\hat{\sigma}(A), \sigma_0^1]) = \frac{1}{n} \sum_{v=1}^{n} P_1(\pi(v) \in \mathcal{E}[\hat{\sigma}(A), \sigma_0^2])
\]

\[
= (a) \frac{1}{n} \sum_{v=1}^{n} P_2(\pi(v) \in \mathcal{E}[\hat{\sigma}(A), \sigma_0^2]) = E_2[\hat{l}(\hat{\sigma}(A), \sigma_0^2)],
\]

where \((a)\) follows because \([\pi A]_{ij} = A_{\pi^{-1}(i), \pi^{-1}(j)}\), implying that if \( A \) is distributed according to \( P_{SBM}(A | \sigma_0^1) \), then \( \pi A \) is distributed according to \( P_{SBM}(A | \sigma_0^2) \). This concludes the proof.

**H.2. Properties of permutation equivariant estimators.** The following lemma establishes a symmetry property used to prove Theorem 5.3:

**Lemma H.1.** Let the true clustering \( \sigma_0 \) be arbitrary. Suppose the weight matrix \( A \) is drawn from an arbitrary probability measure and \( \hat{\sigma} \) is any permutation-equivariant estimator. Let \( u \) and \( v \) be two nodes such that there exists \( \pi \in S_n \) satisfying

\[
E_1[\hat{l}(\hat{\sigma}, \sigma_0^1)] = E_2[\hat{l}(\hat{\sigma}, \sigma_0^2)].
\]
(1) $\pi(u) = v$,

(2) $\pi$ is measure-preserving; i.e., $A \overset{d}{=} \pi A$, and

(3) $\pi$ preserves the true clustering; i.e., there exists $\tau \in S_K$ such that $\tau \circ \sigma_0 \circ \pi^{-1} = \sigma_0$.

Then

$$P(u \in \mathcal{E}[\hat{\sigma}(A), \sigma_0]) = P(v \in \mathcal{E}[\hat{\sigma}(A), \sigma_0]).$$

**Proof.** Since $\hat{\sigma}(A) \overset{d}{=} \hat{\sigma}(\pi A)$, we have

$$P\left( v \in \mathcal{E}[\hat{\sigma}(A), \sigma_0] \right) = P\left( v \in \mathcal{E}[\hat{\sigma}(\pi A), \sigma_0] \right).$$

We claim that $u \in \mathcal{E}[\hat{\sigma}(A), \sigma_0]$ if and only if $v \in \mathcal{E}[\hat{\sigma}(\pi A), \sigma_0]$, implying the desired result:

$$P\left( u \in \mathcal{E}[\hat{\sigma}(A), \sigma_0] \right) = P\left( v \in \mathcal{E}[\hat{\sigma}(\pi A), \sigma_0] \right) = P\left( v \in \mathcal{E}[\hat{\sigma}(A), \sigma_0] \right).$$

Consider a fixed matrix $A$, and let $\tau \in S_K$ satisfy $\tau \circ \sigma_0 \circ \pi^{-1} = \sigma_0$. Let $\xi \in S_K$ be the permutation such that $\hat{\sigma}(\pi A) = \xi \circ \hat{\sigma}(A) \circ \pi^{-1}$. For any $\rho \in S_K$, we have

$$d_H(\rho \circ \hat{\sigma}(A), \sigma_0) = d_H(\tau \circ \rho \circ \xi^{-1} \circ \xi \circ \hat{\sigma}(A) \circ \pi^{-1}, \tau \circ \sigma_0 \circ \pi^{-1})$$

$$= d_H(\tau \circ \rho \circ \xi^{-1} \circ \hat{\sigma}(\pi A), \sigma_0).$$

Therefore, $\rho \in S_K[\hat{\sigma}(A), \sigma_0]$ if and only if $\tau \circ \rho \circ \xi^{-1} \in S_K[\hat{\sigma}(\pi A), \sigma_0]$. In particular, if $v \in \mathcal{E}[\hat{\sigma}(\pi A), \sigma_0]$, we have $\tau \circ \rho \circ \xi^{-1} \circ \hat{\sigma}(\pi A)(v) \neq \sigma_0(v)$ for some $\rho \in S_K[\hat{\sigma}(A), \sigma_0]$. Then

$$\hat{\sigma}(A)(u) = \hat{\sigma}(A)(\pi^{-1}(v)) = \xi^{-1} \circ \xi \circ \hat{\sigma}(A) \circ \pi^{-1}(v) = \xi^{-1} \circ \hat{\sigma}(\pi A)(v)$$

$$\neq \rho^{-1} \circ \tau^{-1} \circ \sigma_0(v) = \rho^{-1} \circ \tau^{-1} \circ \sigma_0(\pi(u)) = \rho^{-1}(\sigma_0(u)).$$

Thus, $u \in \mathcal{E}[\hat{\sigma}(A), \sigma_0]$. Similar reasoning shows that if $u \in \mathcal{E}[\hat{\sigma}(A), \sigma_0]$, then $v \in \mathcal{E}[\hat{\sigma}(\pi A), \sigma_0]$.

**Corollary H.1.** Let the true clustering $\sigma_0$ be arbitrary. Suppose the weight matrix $A$ is drawn from a weighted SBM and $\hat{\sigma}$ is any permutation equivariant estimator. Let $u$ and $v$ be two nodes lying in equally-sized clusters. Then

$$P\left( u \in \mathcal{E}[\hat{\sigma}(A), \sigma_0] \right) = P\left( v \in \mathcal{E}[\hat{\sigma}(A), \sigma_0] \right).$$
Proof. By Lemma H.1, it suffices to construct a permutation \( \pi \in S_n \) satisfying conditions (1)–(3). First suppose \( u \) and \( v \) lie in the same cluster. It is easy to see that the conditions are satisfied when \( \pi \) is the permutation that swaps \( u \) and \( v \) and \( \tau \) is the identity. If \( u \) and \( v \) lie in different clusters, suppose WLOG that \( u \) is in cluster 1 and \( v \) is in cluster 2, where clusters 1 and 2 have the same size. Let \( \pi \) be the permutation that exchanges all nodes in cluster 1 with all nodes in cluster 2. The conditions are satisfied when \( \tau \) is the permutation that transposes cluster labels 1 and 2. \( \square \)

**H.3. Properties of Renyi divergence.** We first state a lemma that provides an alternative characterization of the Renyi divergence:

**Lemma H.2.** Let \( P \) and \( Q \) be two probability measures on \( \mathbb{R} \) that are absolutely continuous with respect to each other, with point masses \( P_0 \) and \( Q_0 \) at zero. The Renyi divergence satisfies \( I = 2D \), where

\[
D := \inf_{Y \in \mathcal{P}} \max \left\{ \int \log \frac{dY}{dP} dY, \int \log \frac{dY}{dQ} dY \right\},
\]

and \( \mathcal{P} \) denotes the set of probability measures absolutely continuous with respect to both \( P \) and \( Q \).

**Proof.** First, note that \( D \) is finite by choosing \( Y = P \). We claim that

\[
(26) \quad D = \inf_{Y \in \mathcal{P}} \left\{ \int \log \frac{dY}{dP} dY : \int \log \frac{dP}{dQ} dY = 0 \right\}.
\]

This holds because for any \( Y \in \mathcal{P} \) such that \( \int \log \frac{dP}{dQ} dY \neq 0 \), we have \( \int \log \frac{dY}{dP} dY \neq \int \log \frac{dY}{dQ} dY \). Suppose without loss of generality that the first quantity is larger. Then it is possible to take \( \tilde{Y} = (1 - \epsilon)Y + \epsilon P \) for \( \epsilon \) small enough such that \( \max \left\{ \int \log \frac{d\tilde{Y}}{dP} d\tilde{Y}, \int \log \frac{d\tilde{Y}}{dQ} d\tilde{Y} \right\} \) strictly decreases, so the infimum in the definition of \( D \) could not have been achieved. Since the new formulation (26) is convex in \( Y \), we may solve to obtain the optimal \( Y^* \in \mathcal{P} \), defined by \( Y_0^* = \frac{p_{01/2}^1 q_{01/2}^1}{Z} \) and \( (1 - Y_0^*)y^*(x) = \frac{(1 - P_01/2)p(x)(1 - Q_01/2)q(x)}{Z} \), where \( Z = P_01/2 Q_01/2 + \int \sqrt{(1 - P_0)p(x)(1 - Q_0)q(x)} dx \).

Then

\[
\int \log \frac{dY^*}{dP} dY^* = \log \frac{1}{Z} \left\{ \left( \frac{Q_0}{P_0} \right)^{1/2} Y_0^* \right\} + \int \left( \frac{(1 - P_0)p(x)}{(1 - Q_0)q(x)} \right)^{1/2} (1 - Y_0^*)y^*(x) dx
\]

\[
= \log \frac{dP}{dQ} dY^* - \log Z = - \log Z.
\]
It is straightforward to verify that $-2 \log Z = I.$ \hfill $\blacksquare$

**H.4. Bounding the variance.**

**Lemma H.3.** For a suitable constant $C$, we have $\sqrt{5V_\Psi(Q)} \leq C \sqrt{\frac{nI}{\beta K}}$.

**Proof.** We begin with the decomposition

$$V_\Psi(Q) = V(\mathbb{E}_\Psi[Q | \sigma^*]) + E[V_\Psi(Q | \sigma^*)] = E[V_\Psi(Q | \sigma^*)] \leq \frac{1}{2} V_\Psi(Q | \sigma^* = \sigma^*_0) + \frac{1}{2} V_\Psi(Q | \sigma^* = \sigma^*_0).$$

Then

$$V_\Psi(Q | \sigma^* = \sigma^*_0) = \sum_{u: u \neq 1, \sigma^*_0(u) = 1} V_\Psi \left( \log \frac{Y(A_{u1})}{P(A_{u1})} \right) + \sum_{u: \sigma^*_0(u) = 2} V_\Psi \left( \log \frac{Y(A_{u1})}{Q(A_{u1})} \right) \leq \frac{n}{\beta K} \mathbb{E}_\Psi \left( \log \frac{Y(A_{u1})}{P(A_{u1})} \right)^2 + \frac{n}{\beta K} \mathbb{E}_\Psi \left( \log \frac{Y(A_{u1})}{Q(A_{u1})} \right)^2.$$

We will show that $\mathbb{E}_\Psi \left( \log \frac{Y(A_{u1})}{P(A_{u1})} \right)^2 \leq CI$, so $\sqrt{5V_\Psi(Q)} \leq C \sqrt{\frac{nI}{\beta K}}$. We have

$$\mathbb{E}_\Psi \left( \log \frac{Y(A_{w^*})}{P(A_{w^*})} \right)^2 = \int \left( \log \frac{dY}{dP} \right)^2 dY$$

$$= Y_0 \log^2 \frac{Y_0}{P_0} + (1 - Y_0) \int y(x) \log^2 \frac{(1 - Y_0) y(x)}{(1 - P_0) p(x)} dx.$$  \hfill (27)

To bound the first term, we write

$$\left| \log \frac{Y_0}{P_0} \right| = \frac{1}{2} \left| \log \frac{Q_0}{P_0} - \log Z \right| \leq \frac{1}{2} \left| \log \left( 1 - \frac{P_0 - Q_0}{P_0} \right) \right| + I \leq \frac{1}{2} \left| \frac{P_0 - Q_0}{P_0} \right| + \frac{1}{2} \left| \frac{P_0 - Q_0}{P_0} \right|^2 C + \frac{I}{2} \leq C \left| \frac{P_0 - Q_0}{P_0} \right| + CI,$$

where (a) follows from Lemma I.2 and the fact that $\frac{Q_0}{P_0}$ is bounded, and (b) follows from the fact that $\left| \frac{P_0 - Q_0}{P_0} \right| = \left| 1 - \frac{Q_0}{P_0} \right| \leq 1 + \left| \frac{Q_0}{P_0} \right|$ is bounded. Therefore,

$$Y_0 \log^2 \frac{Y_0}{P_0} \leq Y_0 \left( C \left| \frac{P_0 - Q_0}{P_0} \right| + CI \right)^2 \leq \left( \frac{P_0 - Q_0}{P_0} \right)^2 C + Y_0 I^2 C \leq \frac{(P_0 - Q_0)^2}{P_0^2} C + I^2 C,$$
where (a) follows because \((x + y)^2 \leq 2x^2 + 2y^2\), and (b) follows because
\[ Y_0 = \frac{\sqrt{T_0 Q_0}}{2} = (1 + o(1))CP_0. \]

Since \(I = o(1)\), we have \(I^2 \leq I\). Also,
\[
I \geq (1 + o(1))(\sqrt{P_0} - \sqrt{Q_0})^2 = (1 + o(1)) \frac{(P_0 - Q_0)^2}{(\sqrt{P_0} + \sqrt{Q_0})^2}
\]

\[
= C(1 + o(1)) \frac{(P_0 - Q_0)^2}{P_0},
\]

from which we conclude that \(Y_0 \log^2 Y_0 \leq CI\).

Now we turn our attention to the second term in equation (27). We have
\[
\left| \log \frac{(1 - Y_0)y(x)}{(1 - P_0)p(x)} \right| \leq \frac{1}{2} \left| \log \frac{(1 - Q_0)q(x)}{(1 - P_0)p(x)} - \log Z \right|
\]

\[
\leq \frac{1}{2} \left| \log \frac{1 - Q_0}{1 - P_0} \right| + \frac{1}{2} \left| \log \frac{q(x)}{p(x)} \right| + \frac{I}{2}.
\]

Therefore,
\[
(1 - Y_0) \int y(x) \left( \log \frac{1 - Y_0 y(x)}{1 - P_0 p(x)} \right)^2 dx
\]

\[
\leq (1 - Y_0) \int y(x) \left\{ \frac{1}{2} \left| \log \frac{1 - Q_0}{1 - P_0} \right| + \frac{1}{2} \left| \log \frac{q(x)}{p(x)} \right| + \frac{I}{2} \right\}^2 dx
\]

(28)

\[
\leq (1 - Y_0) \int y(x) \left\{ C \left| \log \frac{1 - Q_0}{1 - P_0} \right|^2 + C \left| \log \frac{q(x)}{p(x)} \right|^2 + CI^2 \right\} dx,
\]

where we have used the fact that \((x + y + z)^2 \leq 9x^2 + 9y^2 + 9z^2\) in the last inequality. Define
\[
A := (1 - Y_0) \int y(x) \left| \log \frac{1 - Q_0}{1 - P_0} \right|^2 dx, \quad B := (1 - Y_0) \int y(x) \left| \log \frac{q(x)}{p(x)} \right|^2 dx,
\]

\[
C := (1 - Y_0) \int y(x)I^2 dx.
\]

We bound each term separately, beginning with \(A\). Note that
\[
\left| \log \frac{1 - Q_0}{1 - P_0} \right| = \left| \log \left(1 - \frac{Q_0 - P_0}{1 - P_0}\right) \right| \leq \left| \frac{Q_0 - P_0}{1 - P_0} \right| + C \left( \frac{Q_0 - P_0}{1 - P_0} \right)^2
\]

\[
\leq C \left| \frac{Q_0 - P_0}{1 - P_0} \right|,
\]
where (a) follows from Lemma 1.2 and the fact that $\frac{1}{1 - P_0}$ is bounded, and 
(b) follows from the fact that $\frac{Q_0 - P_0}{1 - P_0}$ is bounded. Therefore,

$$A \leq C \left(1 - Y_0\right) \int y(x) \left(\frac{Q_0 - P_0}{1 - P_0}\right)^2 dx$$

$$= C \left(\frac{Q_0 - P_0}{1 - P_0}\right)^2 \int \sqrt{\frac{(1 - P_0)p(x)(1 - Q_0)q(x)}{Z}} dx$$

$(a)$

$$\leq C(1 + o(1)) \left(\frac{Q_0 - P_0}{1 - P_0}\right)^2 \int \sqrt{\frac{(1 - Q_0)q(x)}{(1 - P_0)p(x)}} (1 - P_0)p(x) dx$$

$(b)$

$$\leq C(1 + o(1)) \left(\frac{Q_0 - P_0}{1 - P_0}\right)^2 (1 - P_0)$$

$$\leq C(1 + o(1)) \left(\frac{Q_0 - P_0}{1 - P_0}\right)^2$$

where in (a), we use the fact that $\frac{1}{Z} = (1 + o(1))$ since $Z \to 1$, and in (b), we use the fact that $\frac{1 - Q_0}{1 - P_0}$ and $\frac{q(x)}{p(x)}$ are bounded. Note that

$$I \geq (1 + o(1)) \left(\sqrt{1 - P_0} - \sqrt{1 - Q_0}\right)^2 = (1 + o(1)) \frac{(P_0 - Q_0)^2}{(\sqrt{1 - P_0} + \sqrt{1 - Q_0})^2}$$

$$= C(1 + o(1)) \frac{(P_0 - Q_0)^2}{1 - P_0},$$

implying that $A \leq C(1 + o(1))I \leq CI$.

Moving onto $B$, first suppose $H = \Theta(1)$ and

$$\max \left\{ \int p(x) \left| \log \frac{q(x)}{p(x)} \right|^2 dx, \int q(x) \left| \log \frac{q(x)}{p(x)} \right|^2 dx \right\} < \infty.$$

We have

$$B \leq C \int \sqrt{\frac{(1 - P_0)p(x)(1 - Q_0)q(x)}{Z}} \left| \log \frac{q(x)}{p(x)} \right|^2 dx$$

$(a)$

$$\leq C \sqrt{(1 - P_0)(1 - Q_0)} \int \sqrt{p(x)q(x)} \left| \log \frac{q(x)}{p(x)} \right|^2 dx$$

$$\leq C \sqrt{(1 - P_0)(1 - Q_0)} \int (p(x) + q(x)) \left| \log \frac{q(x)}{p(x)} \right|^2 dx$$

$(b)$

$$\leq C \sqrt{(1 - P_0)(1 - Q_0)}H \leq CI,$$
where (a) follows because \( Z \to 1 \) and (b) follows because \( H = \Theta(1) \). Next, we make no assumption on \( H \) but assume \( \left| \log \frac{q(x)}{p(x)} \right| \) is bounded. Then
\[
\left| \log \frac{q(x)}{p(x)} \right| = \left| \log \left( 1 - \frac{p(x) - q(x)}{p(x)} \right) \right| \leq \left| \frac{p(x) - q(x)}{p(x)} \right| + \left( \frac{p(x) - q(x)}{p(x)} \right)^2 C \leq C \left| \frac{p(x) - q(x)}{p(x)} \right|,
\]
where (a) follows from Lemma I.2 and the fact that \( \frac{q(x)}{p(x)} \) is bounded, and (b) follows from the fact that \( \left| \frac{p(x) - q(x)}{p(x)} \right| = \left| 1 - \frac{q(x)}{p(x)} \right| \leq 1 + \left| \frac{q(x)}{p(x)} \right| \leq C \). Then
\[
B \leq \frac{C}{Z} \int \sqrt{\frac{1 - Q_0 q(x)}{1 - P_0 p(x)}} (1 - P_0)p(x) \left( \frac{p(x) - q(x)}{p(x)} \right)^2 dx \leq \frac{C}{Z} (1 - P_0) \int p(x) \left( \frac{p(x) - q(x)}{p(x)} \right)^2 dx,
\]
where in (a), we use the facts that \( \frac{1}{Z} = (1 + o(1)) \) and \( \frac{1}{1 - P_0} \frac{1 - Q_0}{1 - p(x)} \) are both bounded by assumption. Now, note that \( H = \int (\sqrt{p(x)} - \sqrt{q(x)})^2 dx = \int \frac{(p(x) - q(x))^2}{\sqrt{p(x)} + \sqrt{q(x)}} dx = C \int \frac{(p(x) - q(x))^2}{p(x)} dx \). Therefore,
\[
B \leq C(1 - P_0)H \leq C\sqrt{(1 - P_0)(1 - Q_0)H} \leq CI.
\]
Finally, note that \( C = (1 - Y_0)CI^2 \leq CI \). Substituting back into inequality (28), we therefore obtain
\[
(1 - Y_0) \int y(x) \left( \log \frac{1 - Y_0}{1 - P_0} \frac{y(x)}{p(x)} \right)^2 dx \leq CI,
\]
so substituting back into inequality (27), we obtain the desired bound. \( \square \)

**APPENDIX I: ADDITIONAL USEFUL LEMMAS**

**Lemma I.1.** Let
\[
I = -2 \log \left( \sqrt{P_0 Q_0} + \int \sqrt{(1 - P_0)(1 - Q_0)p(x)q(x)} dx \right),
\]
\[
I^h = (\sqrt{P_0} - \sqrt{Q_0})^2 + \int \left( \sqrt{(1 - P_0)p(x)} - \sqrt{(1 - Q_0)q(x)} \right)^2 dx.
\]
If \( I^h < 2 - 2\epsilon \), then \( I = I^h(1 + \eta) \), where \( |\eta| \leq \frac{I^h}{2\epsilon} \). Thus, \( I \to 0 \) if and only if \( I^h \to 0 \), in which case \( I = I^h(1 + o(1)) \).
Proof. We have
\begin{align*}
I &= -2 \log \left( \sqrt{P_0 Q_0} + \int (1 - P_0)(1 - Q_0)p(x)q(x)dx \right) \\
&= -2 \log \left( 1 - \frac{1}{2} \left( \sqrt{P_0} - \sqrt{Q_0} \right)^2 \\
&\quad + \int \left( (1 - P_0)p(x) - \sqrt{(1 - Q_0)q(x)} \right)^2 dx \right) \\
&= -2 \log \left( 1 - \frac{1}{2} I^h \right) = 2 \cdot \frac{1}{2} I^h (1 + \eta),
\end{align*}
where \(|\eta| \leq \frac{I^h}{2\epsilon}\). The last equality follows from Lemma I.2. \qed

Lemma I.2. Suppose \(0 < \epsilon \leq 1\). For all \(0 \leq x < 1 - \epsilon\), we have \(\log(1 - x) = -(1 + \eta) x\), where \(|\eta| \leq \frac{x}{2\epsilon}\).

Proof. We simply Taylor expand \(\log(1 - x)\) around \(x = 0\). \qed

Lemma I.3. Let \(f(z) = \frac{1 - \frac{z}{2} - \sqrt{1 - z}}{z}\), for \(z \leq 1\) and \(z \neq 0\), and define \(f(0) = 0\). Then \(|f(z)| \leq |z|\), for all \(z \leq 1\).

Proof. Note that \(f\) is continuous, with derivative \(f'(z) = -\frac{1}{z^2} - \frac{z^2 - 2z}{2z^2\sqrt{1 - z}}\). It is straightforward to check that \(f'(z) \geq 0\) for all \(z < 1\), and we may define \(f'(0) = \frac{1}{4}\) so \(f'(z)\) is continuous. Then \(f(z)\) is monotonic and maximized at \(z = 1\), yielding \(f(1) = \frac{1}{2}\), and minimized at \(\lim_{z \to -\infty} f(z) = -\frac{1}{2}\).

We now split into cases. If \(z < -\frac{1}{2}\), then \(|f(z)| \leq \frac{1}{2} < |z|\). If \(|z| \leq 1/2\), a Taylor expansion gives
\[
\left| \sqrt{1 - z} - \left( 1 - \frac{z}{2} \right) \right| \leq \frac{1}{8} (|z|^2 + |z|^3 + \cdots) \leq \frac{1}{8} |z|^2 (1 + |z| + |z|^2 + \cdots) \\
\leq \frac{1}{8} |z|^2 \frac{1}{1 - |z|} \leq \frac{1}{4} |z|^2,
\]
implying that \(|f(z)| \leq \frac{1}{4} |z|\). Finally, if \(z > 1/2\), we have \(|f(z)| \leq \frac{1}{2} < z\). \qed
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