
Rare Outcomes, Common Treatments: Analytic Strategies Using
Propensity Scores

When treated patients are compared to controls, dif-
fering outcomes may reflect either effects caused by

the treatment or differences in prognosis before treatment.
Random assignment of patients to treatment or control, as
in a randomized, controlled clinical trial (1), ensures that
the groups were comparable before treatment and the
prognosis in treated and control groups was nearly the
same, so that differing outcomes indicate treatment effects.
Somewhat more precisely, random assignment ensures that
the only differences in prognosis between groups are due to
chance, the flip of a coin in assigning treatments. In an
ideal randomized trial, if a common statistical test rejects
the hypothesis that the difference in outcomes is due to
chance, a treatment effect is demonstrated. Notice that
randomization does nothing to make patients have individ-
ually similar prognoses; rather, it ensures that assignment
to treatment or control is unrelated to prognosis.

When random assignment is not used—that is, in an
observational study—treated and control groups may differ
in prognosis, and differing outcomes may not be effects of
the treatment. Measured and recorded differences in prog-
nosis—overt biases—can often be controlled by analytical
adjustments (2), whereas unmeasured differences—hidden
biases—may exist and must be addressed by other means
(2–4). A prognostic variable or covariate is a variable de-
scribing the condition of patients before treatment. Bias
refers to systematic differences between treated and control
groups with respect to one or more prognostic variables;
the bias is overt if the variable is measured and hidden if it
is not.

Analytical adjustments for overt biases are of two
kinds: 1) those that focus on the relationship between
prognostic variables and outcomes and 2) those that focus
on the relationship between prognostic variables and as-
signment of patients to treatment or control. The first
strategy models the response directly, for example, through
use of regression or logistic regression. The second strategy,
which uses propensity scores, is an attempt to reconstruct,
after the fact, a situation similar to random assignment,
albeit only with respect to observed prognostic variables. In
principle, either strategy (separately or in combination),
properly used, can control overt biases. Neither strategy
does much to control hidden biases. In practice, the second
strategy has advantages over the first when the outcome is
rare, the treatment is common, and there are many prog-
nostic variables. Here, the terms rare and common refer to
the available data: A rare outcome is seen in a small frac-
tion of the patients under study, and thus there are limited
data with which to model the outcome and its relationship
to prognostic variables; however, a large fraction of patients
received each of the two treatments under study, so there

are plenty of data with which to model the relationship
between treatment assignment and prognostic variables.
An example of this can be seen in studies of relatively rare
adverse side effects of relatively common treatments. One
such study is by Jasmer and colleagues (5) in this issue: The
authors examined 18 cases of hepatotoxicity among 411
patients given one of two competing treatments for latent
tuberculosis infection.

PROPENSITY SCORES: WHAT THEY ARE, WHY THEY

WORK, WHAT THEY CAN’T DO

The propensity score is the chance of receiving the treat-
ment rather than the control for a patient with given ob-
served prognostic variables (6–8). In the simplest random-
ized experiment, a coin is flipped to assign patients to
treatment or control, so the propensity score is 1/2 for
every patient. In contrast, in an observational study, with-
out random assignment, the chance of being assigned to
one treatment or another may vary from patient to patient
depending on prognostic variables (for example, frail pa-
tients may be less likely to be treated surgically, or, as in
Jasmer and colleagues’ study, patients with other risk fac-
tors for liver injury may be less likely to receive a particular
tuberculosis treatment). In that case, certain types of pa-
tients will be overrepresented in the treated group, and
other types will be overrepresented in the control group; as
a result, the groups will not be comparable.

An adjustment using propensity scores attempts to
undo the problem created by unequal chances of receiving
treatment. It does this by comparing patients who had the
same chance of receiving treatment. A treated patient who
had a 3/4 chance of receiving treatment is compared to a
control who also had a 3/4 chance of receiving treatment,
while a treated patient who had a 1/4 chance of receiving
treatment is compared to a control who also had a 1/4
chance of receiving treatment. If two patients both have a
3/4 chance of receiving treatment on the basis of their
observed prognostic variables, these variables will not help
to predict which one receives treatment; thus, the compar-
ison is expected to be balanced with respect to these prog-
nostic variables (2, 6). For instance, in a report by Rosen-
baum and Rubin (6), patients with good left ventricular
function and substantial occlusion of several coronary ar-
teries were more likely to be treated with coronary artery
bypass graft surgery, while patients with poor left ventric-
ular function or fewer occlusions of the arteries were more
likely to be treated with drugs; as a result, the surgical and
drug groups were different in terms of prognostic variables.
Indeed, they differed significantly on 74 observed prognos-
tic variables. To control for this, the authors grouped pa-
tients into five strata of the same size by using their esti-
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mated chance of receiving surgery based on the 74
prognostic variables: that is, using the quintiles of their
estimated propensity scores. Within these five strata, all 74
prognostic variables were balanced. Within each of the five
strata, the patients in the surgery and drug groups had
similar distributions of the 74 prognostic variables. In fact,
the balance on observed variables was slightly better than
would be expected from random assignment of treatments.
Of course, propensity scores balance just observed covari-
ates used to construct the score, but randomization bal-
ances both observed and unobserved covariates. Propensity
scores can remove overt biases, but unlike randomization,
they cannot be expected to remove hidden biases.

RARE OUTCOMES, COMMON TREATMENTS

If the outcome is rare but the treatment is common,
there may be little data with which to estimate the rela-
tionship between outcome and prognostic variables but
plenty of data with which to estimate the relationship be-
tween treatment assignment and prognostic variables, that
is, to estimate the propensity score. In this case, adjust-
ments using the propensity score may be practical, whereas
adjustments based on modeling the outcome may not. Lo-
gistic regression is a method used to model a binary (two-
category) outcome. If several hundred patients are assigned
to each of two treatments and 20 binary outcome events
occur, then a logistic regression model for the propensity
score may incorporate 30 prognostic variables, but a logis-
tic regression model for the outcome cannot. This situation
is not uncommon in studies of relatively rare side effects of
standard drugs. (Standard logistic regression is not even
possible unless the number of events is greater than the
number of prognostic variables—otherwise, the maximum
likelihood estimate does not exist—and many more events
are needed for a stable model. If a small category of pa-
tients in a study, say 10 patients who incidentally have
asthma, contains no side effects, then logistic regression
will say that patients with asthma will never have side ef-
fects, even though there are very few data to warrant such
a claim.)

In their study of treatments for latent tuberculosis in-
fection, Jasmer and colleagues compare hepatotoxicity after
treatment with isoniazid or rifampin plus pyrazinamide.
Of the 411 patients for whom liver enzyme tests at 1 or 3
months were available (about half of whom received isoni-
azid), only 18 cases of grade 3 or 4 hepatotoxicity occurred;
as result, there is little hope of building a good model
relating grade 3 or 4 hepatotoxicity to prognostic variables.
Patients were allocated to isoniazid or rifampin plus pyra-
zinamide in alternate weeks. Thus, although the study is
not randomized, large biases would not be anticipated un-
der normal circumstances.

Jasmer and colleagues estimated the propensity
score—the probability of receiving isoniazid given ob-
served prognostic variables—using a logistic regression

model, and then stratified patients into five groups using
the quintiles of the estimated score (6). Within these five
strata, they found more cases of grade 3 or 4 hepatotoxicity
in patients receiving rifampin plus pyrazinamide than in
those receiving isoniazid.

Propensity scores can be used in several other ways.
One application forms matched pairs of a treated patient
and a control with similar propensity scores (7, 9). Another
uses a logistic regression model to predict the treatment, in
this case isoniazid or rifampin plus pyrazinamide, from
prognostic variables plus the outcome, in this case hepato-
toxicity; the model rejects the hypothesis that treatment
has no effect on the outcome if the coefficient of outcome
is a statistically significant predictor of treatment (2, 10).
Provided that the treatment is common, this technique is
practical even if the outcome is rare. All three approaches
can be used in conjunction with models for the outcome;
for an example, see Rosenbaum and Rubin’s paper (6).
When the comparison is not between treatment and con-
trol but rather between several doses of treatment, propen-
sity score methods may still be used if the doses can be
predicted from the prognostic variables by an ordinal lo-
gistic regression model (8, 11). A user of propensity scores
should be aware of certain technical issues that are summa-
rized briefly with limited technical detail in encyclopedia
entries (10, 12, 13), and in greater technical detail in a
textbook (2).

ADDRESSING HIDDEN BIASES

Propensity scores remove overt biases but do little or
nothing to address hidden biases due to unobserved or
unrecorded differences between treated and control pa-
tients before treatment. In an ideal clinical trial, random-
ization prevents hidden biases, although even experiments
may need to address some hidden biases from protocol
violations, such as frequent withdrawals of patients from
treatment or extensive nonadherence by patients. In con-
trast, in an observational study, hidden bias is a serious and
central problem that could undermine the study’s conclu-
sions.

The problem of hidden bias cannot be eliminated
from an observational study, although it can often be re-
duced in magnitude, and it can always be discussed with
candor (2, 13). A sensitivity analysis indicates the magni-
tude of hidden bias that would need to be present to ma-
terially alter the conclusions of a study (2–4, 13). For in-
stance, although hidden bias could, in principle, explain
away the association between heavy smoking and lung can-
cer, the magnitude of such a hidden bias would have to be
enormous; thus, that association is highly insensitive to
hidden bias (3). In contrast, the association between coffee
consumption and myocardial infarction (14), although po-
tentially a serious public health concern, is sensitive to
comparatively small hidden biases (2). A finding that is
sensitive to small hidden biases needs to be viewed with
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greater caution; however, a sensitivity analysis does not
demonstrate that the postulated hidden bias is present. As
a result, a conclusion that is sensitive to small biases may
nonetheless be correct and should not be dismissed on that
basis. A sensitivity analysis is simply a device for candidly
discussing and measuring the possible impact of hidden
bias, which varies markedly from one study to the next.
For a recent example, see Normand and colleagues’ analysis
(15). Familiar devices intended to shed light on hidden
biases, such as Sir Austin Bradford Hill’s famous criteria
for causality (16) (for example, coherence, specificity, and a
dose–response relationship), may be appraised in terms of
their ability to reduce sensitivity to hidden bias (2, 13, 17).

SUMMARY

If many patients receive each of two competing treat-
ments but the outcome under study rarely occurs, then
there may not be enough data with which to model the
relationship between the outcome and prognostic variables.
However, there may be plenty of data with which to model
the relationship between treatment assignment and prog-
nostic variables. In this situation, among the several meth-
ods of adjustment for overt biases, the propensity score
method has the advantage of not requiring modeling of the
rare outcome event. The propensity score allows us to ad-
dress the difficult problem of whether a rare outcome event
is attributable to a treatment by simultaneously controlling
for many measured covariates, even when there are too
many covariates to model their relationships with the rare
outcome. The principal limitation of all methods of adjust-
ing for overt biases is that they do not address hidden
biases from prognostic variables that were not measured.
Hidden biases must be addressed by other means.
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