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## Introduction and Motivation
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- Euler (c.f. Stanley, 2010): alternating permutations
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- Probabilistic version (full-information)
- Longest monotone subsequences: Hammersley (1972), Kingman (1973), Logan and Shepp (1977), Veršik and Kerov (1977),
- Longest Unimodal subsequences: Steele (1981)
- Longest Alternating subsequences: Widom (2006),
 Pemantle (c.f. Stanley, 2007), Stanley (2008), Houdré and Restrepo (2010)
- Study the sequential (on-line) version of these problems
- Objective: maximize the expected length (number of selections) of monotone, unimodal and alternating subsequences
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- Bin-packing Connection: SMS is cognate to a special bin packing problem, and the proof of this variance bound applies to a rich class of these.
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- MDP Connections: Here we have a second MDP where "the mean bounds the variance." This and further examples promise the beginning of a handy theory that knits all the examples together.
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$$

- "Flipped" infinite-horizon Bellman equation - the "Easy One":

$$
v(y)=\rho y v(y)+\int_{y}^{1} \max \{\rho v(y), 1+\rho v(1-x)\} d x
$$

- Threshold-policy for infinite-horizon: $f^{*}(y)=\max \left\{\xi_{0}, y\right\}, \xi_{0} \in[0,1 / 2)$
- Solve for $v(\cdot)$ and obtain

$$
v(0)=v\left(\xi_{0}\right)=\frac{3-2 \sqrt{2}-\rho+\rho \sqrt{2}}{\rho(1-\rho)} .
$$
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- Problem of Interest: The problem that most often interests us in sequential selection is the finite horizon problem where we know we will see $n$ values.
- A Slightly Easier Problem: The problem that is easier to solve is most often the problem with geometric discounting, or geometric sample size.
- The On-going Challenge: It is a challenging task to go back from geometric asymptotics to finite $n$ asymptotics. This is the "Tauberian Theory" of MDPs, and it is far less developed than one might hope.
- Not for the Faint of Heart! For the time being at least, the passage back to finite $n$ is special and technical. For the Alternating Sequence Problem there were two steps:
- Finite-horizon lower bound: use the infinite-horizon threshold policy.
- Finite-horizon upper bound: use the finite-horizon optimal threshold functions $\left\{f_{1, n}^{*}, \ldots, f_{n-2, n}^{*}\right\}$ and regenerate this selection process over an infinite horizon. The value of $\mathbb{E}\left[A_{N}^{o}\left(\pi^{*}\right)\right]$ then gives the desired upper bound.
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| ---: | :---: | :---: | :---: |
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| Unimodal | $2 \sqrt{2 n}$ | $2 \sqrt{n}$ | $29 \%$ |
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- Question: Go Beyond Moments and LLNs? How about CLTs?
- Bruss and Delbaen (2004) proved the CLT for the "Monotone Sequential Selection" (in the Poissonized version). It would be nice to do the "Tauberian" transition to recover a CLT for the finite horizon problem. This is not as easy "as it looks."
- A CLT for "Unimodal Sequential Selection" seems feasible but - even in the smooth Poisson version - technically difficulties appear at every turn.
- The CLT for "Alternating Sequential Selection" looks like the most direct challenge.
- Here Alessandro Arlotto and I are happy to have some progress to report.
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## Theorem (Arlotto \& Steele, 2012)

There is a constant $\sigma>0$ such that

$$
\frac{A_{n}^{\circ}\left(\pi_{n}^{*}\right)-n(2-\sqrt{2})}{n \sigma} \Rightarrow N(0,1)
$$

- The Mysterious $\sigma$ ? Its existence is proved but the value is not yet known.
- A Candidate $\sigma$ ? Yes, but not yet in the bag.
- Path to Proof? $A_{n}^{o}\left(\pi_{n}^{*}\right)$ can be written as a (reverse, inhomogeneous) Markov Additive Functional.
- Appropriate Tools? Dobrushin (long ago) and Sethuraman and Varadhan (more recently) have an elegant approach to the CLT for inhomogeneous Markov additive process.
- Conditions to Check? These are surprisingly concrete, even though a kind of alpha mixing is involved.
- Source of Juice? We have honestly independent blocks (of random size) and this gives us all the mixing we need.
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## Quick Glance Back

- Problems of Sequential Selection: Rich in history, connections, problems and techniques
- Progress Intermittent - but presistent over many years
- New Vistas? The "Tauberian Problem" and "means that bound variances"
- Variance Limits and CLTs Some down, many more to go ...
- Enough for Today? ... almost certainly, but with some left for tomorrow.
- Thank You for Your Attention!
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