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Over view
@ Some examples of data mining

@ More detail on some than others

@ Metho ds used in data mining
@ Lats of ¢ hoices!

@ Chdlenges faced in data mining
® Canmon to all methods, old and new

@ Directions
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Examples

o Finane
Can | predict the s tock market?
Which loans are most | ikely t o default?

@ Management
Which applicants t o hire and tr ain?

@ Hedth
Who is at g reater r isk of a disea se?

@ Images
Is there af ace in th is image?
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Lats of Data

@#0nce upon at ime...

@ Alarge data sethad 50t o 100 r ows and
perhaps 5t o 10 columns

@ A big multiple regression had 4 or 5
predictors

& That® changed...

@ Modern data sets are immense with
thousands to millions of r ows and hundreds
to thousands of columns

@ The models have grown as well
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Similar Goals

@ Numerous, r epeated decisions with
asymmetr ic costs attached t o mistakes.
@ Hiring
@ Firm tr ains 250 new employees monthly

@ Which are the be st c andidates
(need to rate them, then pi ck the be st)

@ Miss a good candidate: Lose sales for the
Prm (= $100,000/ month)

@ Train a poor c andidate: Wasted the seat an d
the $10,000 tr aining f ee
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Lats of Data

o Credit
@ Millions of cr edit c ard users
@ Higory, economics, tr ansactions
@ Hiring
@ Several tho usand past empl oyees
@ Numerous application characteristics
@ Hedth
@ Thousands of patient r ecords at o ne hospial
@ Geretic markers, physician reports, t ests
@ Images
@ Millions of images fr om video sur veillance
@ All tho se pixel patterns
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Similar Goals

@ Numerous, r epeat ed decisions with
asymmetr ic costs attached t o mistakes.

@ Credit

@ Manage tho usands of accounts in ea ch line
@ Which accounts are going bad?

@ Miss a bad account: D efaults typi cally on
the order of $10,000 t 0 $30,000

@ Annoy a g ood customer: Might | ose that
customer and the 18% interest y ou@e
earning.
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Similar Use of M odels

@ Predictive models
@ Better predictions mean a competitive advantage
@ Classibation
@ Prediction
@ Bu y ou sacribce interpretation...
@ Redize that the mo del is not c ausal.

@ Colinearity among f eatu res makes
interpretation of the mo del ar isky venture.

@ Lure of Pn ding cause and effect
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Wide Data Sets

Applicat ion - Raws | Colimns

Credit 3,000,000 350

Faces 10000 1,400

Geretics 1,000 10000

CieSee 510]0) 0o
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Similar Problems Too

oRare events .
Relatively f ew OaluableOdecisions in the m ix,
buried among the more commaon cases.

@ Numerous explanaory f eatures
Often have more ways t o explain the e vent
than cases to check them (ie , more columns
that r ows in data)

@ Plus familiar c omplications
Missing data, dependence, measurement e rror,
changing dePnitions, outl iers...
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Chaces in Modeling

@ Str ucture of the mo del
@ Regession Y=bo+tbiXi+baXs+..
@ Prgection pursuit Y =co + c1D(Xy, X2,.) + ...
o Trees Y =if(X1<a) then. ..

@ Scope of the sea rch

o Raw f eatu res, obser ved measurements
@ Canmbinaions of f eatures, interactions
@ Transforma ion of f eatures

@ Selection (
@ Which features to use?
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Hands-on Example CAPM Relat ionship

@ Smdl model f or pricing stocks suggests
mast of the k ey issues

@ Cntext

@ Theory in Finance known as the Capital
Assd Pricing Model says that o nly one
predictor e xplains returns on a stock...

@ namely r eturns on the w hole market. 03— T

Return on SP500

Returns on McDonalds
VS
Reurns on S&P 500

48 months,2002-2005

Slope is called Ob&aO
of the s tock

R? = 46.5%
t-stat f or slope is 6.3

Return on McDonalds

@ Day tr aders know th is is wr ong!

@ Devise Oechnical tr ading r ulesObased on
turning points, patterns in recent h istory

We can do
better than
that!

Fit =0 .006 + 1.4 S&P
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A Better M odel

Other Features

Ed élt]

Add 16 f eatures that e
implement v ariety of 0.7 4.9 0]
technical tr ading
rules. 0.2 3.7 .0009
Doubled R? t 0 91%

#P s

Seven additional
predictors add
signiPcant v ariation to
the model

Many have largert -
statistics than the
SP500 index

Model | ooks great

Overall F = 17.8 0.4 5.8 0]

BetaGabolt ha If 0.3 5.0
prior size

Return on McDonalds

Ft=0.017 + 0.7 S&P +...
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t-statistic f or sl ope -4 7.8

still impressively large
t=4.9

Seven other
predictors have p-

values less than
0.0001

0.3

6.3

0.3

4.2

g

6.5
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fr om variety of
perspect ives.

Statistician says
Ogeat modelO

What are the se

other predictors?




Bater M ousetr ap?

@ Added predictors are random noise!

@ So why do the y | ook so good?
@ Selection bias

@ Pick variables to add fr om suite of 50
columns of r andom noise.
o Forward stepwise regression
@ Greedy search adds mast sig nibcant n ext
predictor t o the cu rrent mo del
@ptimization capitalizes on chanceO

@ Result
Biased estimate of n oise variance i
inRates t-stat an d produces OascadeO
of f eatures
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Feature Selection

o DonObl ame stepwise for the se problems
@ Failure: uncontr olled modeling process

@ The Pnal model | ooks great o n paper, if y ou
don®kn ow how the p redictors were chosen.

@ Canrot wait Ountil the en dOand use classical
metho ds to evaluate a model

@ Flaws in th is example happen elsewhere

@ Automa ic methods expand the s cope of the
search for str ucture t o wider spaces
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Cosequenes

@ Expanding the mo del
@ Claims better str ucture, higher a ccuracy
@ Replaces! >1to! <1
@Bu in r eality the e xpanded model is
junk...
@ Adding random predictors ruins predictions

@ Canveys wrong impression of the r ole of the
market o n the r eturns of th is stock

@ Stepwise regression... Evil?
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Easy to Fix
@ 0Once you recognize the p roblem, it is
relatively easy t o contr ol the mo deling

@ Must k eep random featu res out of mo del

@ Cross-validat ion

@ Use a OholdbackOor OestOsample to
evaluate the mo del.

@ Painful t o give up data when you don®ha ve
mary cases (n = 48 here, or in g enetics)

@ Bonferroni methods

@ Use all datato bt an d evaluate model
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Second Example

@ Classibaat ion problem

| dentify o nset of p ersonal b ankruptcy
ol lustr ate

@ Scope of data and size of models

@ Cantr ol greedy modeling process witho ut
using cross validat ion

@ Save validation data t o show that O w orksO
rather thant o pick the mo del itself

@ Make a claim about r egression
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Gaals f or M odel

o Gaal
Reduce loss fr om bankrupt a ccounts
without ir ritating probtable customers

@ | deal cu stomer
Barrow lats of mo ney, pay back slowly

@ Business dr ategy: tr iage
Catact cu stomers who are Oar iskO
and keep them paying
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Building a Predictive M odel

o Claim
Regression is compet itive with other
typ es of p redictive models

@ Keys

@ Expand the s cope of f eatures
@ Interactions subsets, nonlinear ity
@ Missing data tr eated as interaction

@ Cauious contr ol of sel ection of f eatures
@ Avoid bias in noise variance
o Dondtr ust CLT to produce accurate p-value
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Daa

@ Rows
@ 3,000,000 months of a ctivity
@ 2200 bankruptcies

@ Colmns

@ 350 basic features
o Credit a pplication
@ Location demagraphics
o Past u se of cr edit

@ Missing data indicators

@ Add all interactions.. 66,430 more predictors
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Use cross validat ion
to evaluate the mo del

% fr Found ] Fit o n 600,000, and
- then classfy the
other 2 .4 million

Lift ¢ hart displ ays
ordering of c ases
compared to random
selection

If ¢ all 1,000, bnd 400
bankrupt ¢ ases.

Triage becomes
economically viable

Every added variable improved the r esults!
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Canpaison to Tree

Validation SS Always good t o have
a benchmark

C4.5 is a commercial
120000 classiber tha t b uilds

100000 Tos
Cotratioisther atio
of the ¢ ost of m issing
60000 a bankrupt cu stomer
to the c ost of
annoying a g ood

20000 customer.

N ——— S Regardless of the
S R32LZ @ T A ratio of costs,

= regression achieves
lower c osts

140000

80000

40000

0 r

Cost Ratio

C4.5=Auction
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Cantr olling Selection

@ Where to stop the
addition of variables?

Validation Sum of Squares Over-pt ting occurs

when the model
begins to add random
features thatare
predictive in-sample

Our method stopped
after a dding 39
predictors

Avoids over-bt ting:
Error incr eases if the
model is e xpanded
further.
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How does it w ork?

@ Basically stepwise regression
@ Cauion: DontOtr y th is with standard SAS/ R

@ Three ingredients
1.Rearange order of c omputing
2.Hard thr esholding r ule

@ Campae p-value to = /67000

@ AIC would letin a bout 16% of all f eatures!
3.Cauious standard error

@ Use residuals fr om bt w itho ut p redictor

@ Allow f or Poisson-like variation (Benrett)even
though nis large (recall spare nature of data)
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Caclude fr om Example

@ Regression is competitive with other
metho dologies for data mining... if y ou
adaptitt othe c ontext

@ Ability t o stu dy r esiduals and other
diagnostics facilitated improvements

@ Details
@ Other a djust ments inc lude calibration
@ Foster and Stine, 2004, JASA

@ Portions of data are available fr om Dean®
web page
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Chdlenges

o Orhat® the wa y we u sed t o workO

@ Populat ion drift, moving t arget

@ Model in b usiness changes the p opulation
@ Credit: e ffective screening removes features
@ Hiring: model changed data collection

@ Cross validation is optimistic!

@ In CV, you tr uly predict n ew obser vations fr om
the same population

@#How t o bx th is one?

@ Can you detect th is problem?
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Chdlenges

Lats of r oom for improvement!
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Chdlenges

o Bimpke models are betterO

@ Often bnd that c omplex models offer | ittle
that n ot f ound with simpler model
(Hand, 2006, f orthcoming Stat Science)

@ Not o ur e xperience: Linear models do not
Pnd predictive str ucture in BR application,
fare poorly compared to tr ees

@ Still suggests r oom to improve...

@ Yuk: All b ut o ne predictor is an in teraction
@ A different typ e of search bnds linear t erms
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Chdlenges Chdlenges

@ Ofou missed some th ingsO o There®a |l ot more datal

@ Knowledgeable modelers with y ears of @ Transection information in the cr edit model

experience can suggest f eatures that @ We only used total spending and payments, not
improve the mo del the nature of w hat wa s being bought

@ Simpk f eatu re space omits special f eatures @ Semi-super vised modeling
that u se domain-specibc tr ansfor ma ions @ Billions of OnmarkedCcases: images, t ext

o Can do beter.. @ Too expensive t o mark them a ll

@ Alternative methods allow additional e xpert @ Room to Improve...
input an d do Pnd richer str ucture @ How t 0 use the vast n umber of u nmarked
cases to improve the mo deling of tho se that
have been classibed or scored?
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Overcoming Challenges

o Still b uilding regression models

@ Problems
@ Populat ion drift
v Better mix of simpl e features
v Incorporate expert gui dance
v Explore richer spaces of predictors

v Run faster

® Came back t omarrow!
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