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1. INTRODUCTION

Acquired Immunodeficiency Syndrome (AIDS), the disease caused by the progression of the human immunodeficiency virus (HIV), kills almost 3 million people worldwide per year (UNAIDS 2006). Significant progress has been made toward medical therapies to decrease the mortality of the disease by slowing the progression of HIV infection. However, the HIV population within a patient can often evolve resistance to escape these treatments. An understanding of the dynamics of HIV evolution is valuable to the development of effective future therapies. In this work, we develop a statistical model to estimate the nucleotide sequence changes in the HIV genome which are involved in the evolutionary escape response to therapy.

Two common mechanisms for nucleotide sequence changes are mutation and recombination, as depicted in Figure 1. Mutation is the change in the identity of a single nucleotide at a particular location in the genome. Recombination is the exchange of larger portions of sequence between the two nonidentical copies of the HIV genome contained within each HIV virion. Recombination between these two copies can produce hybrid genomes that contain different pieces of each original sequence.

The evolutionary escape response of HIV to therapies is particularly effective in part because HIV generates between 10^4 and 10^10 virions per day, a high replication rate relative to other viruses. HIV also has a mutation rate of 3 × 10^-5 mutations per nucleotide per replication cycle, one of the highest observed in nature (Robertson et al. 1995). The consequence is high genetic diversity across the HIV population within an infected individual, which increases the possibility that a subset of the population will develop resistance to a therapy.

We model the evolutionary escape response of HIV by estimating differences in rates of mutation and recombination between two samples: genome sequences from a treatment HIV population that was exposed to a therapy versus genome sequences from a control population. Both mutation and recombination processes must be modeled simultaneously as both types of sequence change occur frequently in HIV. We must also allow spatial heterogeneity in the mutation and recombination processes, since different regions of the HIV genome may be under different evolutionary pressure due to the specific targeting of a particular therapy.

The two groups of sequences (treatment and control) are considered to be samples from different Wright–Fisher populations (Hein, Schierup, and Wiuf 2005) with their own evolutionary parameters. In the basic Wright–Fisher model, the sequence population is modeled forward in time, with sequences evolving via mutation governed by a rate parameter μ.

Kingman (1982) observed it is preferable to model the sampled sequences backward in time as they coalesce at common ancestors, forming an ancestral tree rooted at the most recent common ancestor of the sample. Kingman’s resulting coalescent process is the continuous-time limit of this backward-looking Wright–Fisher model, where mutation events occur along the branches of the coalescent tree.

Recombination complicates matters by producing sequences that are hybrids of multiple parent sequences. Hudson (1983) generalized the coalescent process to include recombination events, which occur at a rate ρ. The genealogy of the observed sequences is no longer an ancestral tree but rather an ancestral recombination graph, or ARG (Griffiths and Marjoram 1996).

An ARG can be understood as a union of ancestral trees, one for each position along the sequence. For this reason, models that require us to assume that a common phylogenetic tree relates the entire sequence of the sampled individuals are potentially problematic. In fact, phylogenetic tree analyses have been shown to exhibit pronounced bias for highly recombinant populations such as viruses (Schierup and Hein 2000).

Our goal is to capture the evolutionary escape response of HIV by estimating differences in mutation and recombination rates between treatment and control populations. Ideally, we...
would estimate these mutation and recombination parameters by integrating over all possible ARGs for our observed samples. The vast number of possible ARGs makes this calculation unrealistic.

There have been several approaches to parameter estimation in the presence of so many possible ARGs. Fearnhead and Donnelly (2001) estimated mutation and recombination rates by using importance sampling to approximately integrate over all possible ARGs. In this article, we build upon a different approach proposed by Li and Stephens (2003), where a product of approximate conditionals (PACs) scheme is used to approximately integrate over the unobserved ARG.

The PAC approach of Li and Stephens (2003) approximates the coalescent genealogy of a set of sequences by instead modeling each sequence sequentially based on the other observed sequences. Specifically, each observed sequence $k$ is modeled as a sequence of emissions from a hidden Markov model (HMM) based on sequences $\{1, \ldots, k-1\}$.

For the $l$th nucleotide in sequence $k$, $h_{kl}$, we have a hidden state that specifies which sequence $b$ in $\{1, \ldots, k-1\}$ provides the nucleotide $h_{kl}$. In this HMM model, the recombination rate $\rho$ controls the transitions between hidden states, so that sequence $k$ is potentially a hybrid of sequences $\{1, \ldots, k-1\}$. Mutations (at rate $\mu$) allow the observed nucleotide $h_{kl}$ to differ from the candidate nucleotide $h_b$.

In Section 2.2, we provide additional details of this HMM approximation to the coalescent process. This PAC-HMM approach was extended by Wilson and McVean (2006) to allow spatially varying mutation and recombination rates. Similar to Wilson and McVean (2006), we allow the parameters of our evolutionary model to vary spatially along the genome, but with the additional complication that we must model potentially different sequence evolution between treatment and control populations. In addition, Wilson and McVean (2006) focused on estimating selection at the protein level, which is unsatisfactory for therapies targeting the nucleotide sequence of HIV directly. We examine one such application involving an antisense gene therapy in Section 4.2.

In Section 2, we outline a hierarchical Bayesian coalescent model that addresses several important aspects of the evolutionary escape response of HIV. The model applies to samples drawn from control and treatment HIV populations, and it is geared toward making inferences about differential effects between treatment and control. Mutation and recombination must be modeled simultaneously, as they both occur at significant rates in HIV populations. We also expect spatial heterogeneity in the mutation and recombination processes, since therapies typically target specific regions of the HIV genome.

In Section 3, we present an extensive simulation study to evaluate the ability of our model to estimate evolutionary treatment effects and underlying evolutionary parameters in different data settings. We then study the model in two different applications: a conventional drug therapy (Section 4.1) and a new antisense gene therapy (Section 4.2). In both applications, we find evidence of altered HIV evolution in response to therapeutic pressure. We compare our analysis to simpler approaches in Section 4.3 and conclude with a discussion in Section 5.

2. HIERARCHICAL BAYESIAN COALESCENT MODEL

We measure the evolutionary escape response of HIV as differences between treatment and control populations in terms of genome sequence changes induced by mutation and recombination. We employ a hierarchical prior structure to explicitly estimate these differences while still pooling information between the two populations.

The population structure within the treatment and control HIV populations is modeled using the coalescent (Kingman 1982). Our approach extends previous coalescent-based methods to allow estimation of sequence changes at the nucleotide level, where previous efforts (Wilson and McVean 2006) have focused on selection at the protein level.

Since therapies are targeted against particular regions of the HIV genome, our model also allows for spatial heterogeneity in the mutation and recombination processes. However, we still share information between proximal regions of the genome through a piecewise constant prior structure for each rate along the sequence. The model is implemented using Markov chain Monte Carlo (MCMC) techniques, which allows us to estimate the full posterior distribution of all unknown parameters.

2.1 Notation for Data and Model Parameters

The available data in both HIV applications are a set of treatment sequences $H_T = (h_T^1, \ldots, h_T^n)$ and control sequences $H_C = (h_C^1, \ldots, h_C^m)$. Each sequence is an aligned HIV genome consisting of five different symbols, \{A,C,G,T,−\}. The sequences within each set all have the same length. The fifth symbol (−) denotes a gap, since some nucleotides can be missing in a set of aligned sequences.

The generative model for the observed sequences consists of (1) a genealogy that specifies the ancestral history of the sequences, and (2) the parameters of the mutation and recombination processes that lead to sequence change. We assume that the treatment sequences $H_T$ share an unobserved genealogy $G_T$, and that the control sequences $H_C$ share an unobserved genealogy $G_C$ that is independent of $G_T$. For the mutation process, we use the “F84” Felsenstein mutation model (Felsenstein and Churchill 1996), augmented with a gap symbol. This “F84+Gaps” model (McGuire, Denham, and Balding 2001) is controlled by two parameters: a mutation rate $\mu$ and a transition/transversion ratio $\kappa$. 

![Figure 1. Pictorial representation of mechanisms for sequence change. (1a) Mutation of third nucleotide of the sequence from C to T. (1b) The black and blue lines represent two nonidentical copies of the HIV genome sequence contained within each HIV virion. When recombination occurs, a hybrid sequence is produced. The online version of this figure is in color.](image-url)
The parameter $\mu$ controls the overall rate of nucleotide substitutions, which is the main parameter of interest for the mutation process. The parameter $\kappa$ allows different rates of nucleotide transitions ($\mu \cdot \kappa$ for purine $\rightarrow$ purine) versus transversions ($\mu$ for purine $\rightarrow$ pyrimidine). For the recombination process, we have a single parameter $\rho$ that specifies the rate of recombination events.

Taken together, the model thus far has a total of three parameters $\Theta = (\mu, \kappa, \rho)$ controlling the mutation and recombination processes. We will extend this model in Section 2.3. We denote by $\Theta^T$ and $\Theta^C$ the parameters of the mutation and recombination processes for the treatment and control sequences, respectively.

2.2 Coalescent-Based PAC Likelihood

The coalescent provides the likelihood function for the observed sequence data $(\mathbf{H}^T, \mathbf{H}^C)$ given the unknown genealogies $(\mathbf{G}^T, \mathbf{G}^C)$ and mutation/recombination process parameters $(\Theta^T, \Theta^C)$. However, as discussed in Section 1, the process of recombination produces a more complicated coalescent structure called an ARG (Griffiths and Marjoram 1996).

We assume that the treatment and control populations are independent conditional on the model parameters and genealogies:

$$p(\mathbf{H}^T, \mathbf{H}^C|\Theta^T, \Theta^C, \mathbf{G}^T, \mathbf{G}^C) = p(\mathbf{H}^T|\Theta^T, \mathbf{G}^T) \cdot p(\mathbf{H}^C|\Theta^C, \mathbf{G}^C).$$

(1)

The ARGs $\mathbf{G}^T$ and $\mathbf{G}^C$ are both high-dimensional nuisance parameters that ideally would be integrated out of the likelihood:

$$p(\mathbf{H}^T, \mathbf{H}^C|\Theta^T, \Theta^C) = \sum_{\mathbf{G}^T} p(\mathbf{H}^T|\Theta^T, \mathbf{G}^T) \cdot p(\mathbf{G}^T) \
\cdot \sum_{\mathbf{G}^C} p(\mathbf{H}^C|\Theta^C, \mathbf{G}^C) \cdot p(\mathbf{G}^C),$$

(2)

under the additional assumption that the treatment and control ARGs are a priori independent. Conditional on particular ARGs $\mathbf{G}^T$ and $\mathbf{G}^C$, it is straightforward to calculate the probability distributions of the observed sequences $p(\mathbf{H}^T|\Theta^T, \mathbf{G}^T)$ and $p(\mathbf{H}^C|\Theta^C, \mathbf{G}^C)$ since all the mutation and recombination events are specified within $\mathbf{G}^T$ and $\mathbf{G}^C$.

However, as noted earlier, the space of possible ARGs is very large, making the direct integration in (2) impossible. Instead, we follow the PAC approach of Li and Stephens (2003), approximating the true observed-data likelihood with a PAC likelihood. This approach will also allow us to avoid the modeling of evolutionary time, which is necessary when directly estimating a coalescent model.

First consider the exact likelihood as a product of true conditional distributions,

$$p(\mathbf{H}^T, \mathbf{H}^C|\Theta^T, \Theta^C) = \prod_{k=1}^{n} p(H^T_k|H^T_{k-1}, \ldots, H^T_1, \Theta^T) \cdot \prod_{k=1}^{m} p(H^C_k|H^C_{k-1}, \ldots, H^C_1, \Theta^C).$$

(3)

Here, the ARGs $\mathbf{G}^T$ and $\mathbf{G}^C$ have been integrated out of each conditional distribution in (3). Since these integrations cannot be done exactly, we consider PAC distributions,

$$p(\mathbf{H}^T, \mathbf{H}^C|\Theta^T, \Theta^C) \approx \prod_{k=1}^{n} \frac{\pi(H^T_k|H^T_{k-1}, \ldots, H^T_1, \Theta^T)}{\text{PAC}(H^T|\Theta^T)} \cdot \prod_{k=1}^{m} \frac{\pi(H^C_k|H^C_{k-1}, \ldots, H^C_1, \Theta^C)}{\text{PAC}(H^C|\Theta^C)}.$$  

(4)

Consider the calculation of PAC$(H^T|\Theta^T)$ for the treatment sequences. For each approximate conditional distribution $\pi(H^T_k|H^T_{k-1}, \ldots, H^T_1, \Theta^T)$, the sequence $H^T_k$ is modeled as a sequence of emissions from an HMM based on sequences $(H^T_{k-1}, \ldots, H^T_1)$ and parameters $\Theta^T$.

We denote the individual nucleotides of sequence $H^T_k$ by $(h^T_{k1}, \ldots, h^T_{km}, h^T_{kl})$. Each observed nucleotide $h^T_{kl}$ is generated based on a hidden state $b^T \in \{1, \ldots, k - 1\}$. This hidden state $b^T$ implies that the candidate nucleotide for $h^T_{kl}$ is the same aligned nucleotide $h^T_{bl}$ in sequence $b^T$.

Our mutation parameters $(\mu^T, \kappa^T)$ control the emission probability that the observed nucleotide $h^T_{bl}$ is mutated from candidate nucleotide $h^T_{b'l}$. Additional details for these emission calculations are given in the appendix of Wilson and McVean (2006).\(^1\)

The HMM also specifies a Markovian transition process for the hidden states $b = (b^T, b^T', b^T'' \ldots)$. Where transitions to a new underlying sequence $(b^T+b^T') \neq b^T$ are controlled by our recombination parameter $\rho^T$.

In summary, the sequence $H^T_k$ is a hybrid of the $k - 1$ previous sequences, with transitions between the underlying sequences dictated by the recombination parameter $\rho^T$ and mutations relative to the underlying sequence dictated by the mutation parameters $(\mu^T, \kappa^T)$. Additional discussion of this HMM model is provided by Li and Stephens (2003).\(^2\)

With this approximate model, the usual forward summation algorithm for HMMs (Rabiner 1989) can be used to calculate the conditional distribution $\pi(H^T_k|H^T_{k-1}, \ldots, H^T_1, \Theta^T)$ for each $k$. This HMM approximation requires an ordering of the treatment sequences, so we average the calculation of PAC$(H^T|\Theta^T)$ over several\(^3\) different random orderings of the treatment sequences, as proposed by Li and Stephens (2003).

The same HMM procedure is used to calculate PAC$(H^C|\Theta^C)$ for the control sequences. The result of this procedure is a likelihood that has approximately integrated out the unknown ARGs $\mathbf{G}^T$ and $\mathbf{G}^C$.

$$p(\mathbf{H}^T, \mathbf{H}^C|\Theta^T, \Theta^C) \approx \text{PAC}(H^T|\Theta^T) \cdot \text{PAC}(H^C|\Theta^C).$$

(5)

---

\(^1\)The Wilson and McVean (2006) calculations have mutation at the codon level, but can be adapted to our model with mutation on the nucleotide level.

\(^2\)We use the PAC-A version of the approach given by Li and Stephens (2003).

\(^3\)We use 10 orderings in our applications in Section 4, though our simulation experiments suggested that even five orderings are sufficient for a stable estimate of the PAC likelihood.
2.3 Prior Structure for Mutation/Recombination Parameters

As discussed in Section 2.1, the parameters of our model for sequence change consist of a recombination rate $\rho$ as well as mutation rate $\mu$ and transition–transversion ratio $\kappa$. The last two together dictate the probability of substitutions between the five symbols $\{A, C, G, T, \ast\}$. We model the evolutionary escape response of HIV by allowing the recombination and mutation rate parameters to differ between the treatment and control populations, while sharing information between the two groups through a common prior distribution. Since these rates are all strictly positive, a reasonable choice of prior is for the natural logarithm of the mutation rates ($\log \mu^T$, $\log \mu^C$) to share a common normal distribution, and similarly for the recombination rates ($\log \rho^T$, $\log \rho^C$). We also share information between the two populations by assuming a common transition–transversion ratio $\kappa$.

However, since most therapies are expected to target a specific region of the HIV genome, we must also model heterogeneity along the genomic sequence. Specifically, we allow the mutation and recombination rates to vary spatially by using a piecewise constant blocking structure for the spatial variation prior. This prior allows us to share information along the genome (as well as between treatment and control populations).

Consider first the mutation rate $\mu$ for a single population of HIV genomic sequences, each of length $L$. We partition the HIV genome into $B_\mu$ blocks and allow each block $i$ to have its own mutation rate $\mu_i$. We use $\mu$ to denote the set of mutation rates across all $B_\mu$ blocks. The number of blocks $B_\mu$ is random, with prior distribution

$$B_\mu \sim \text{Binomial}(L - 2, \delta_\mu),$$

where $\delta_\mu$ is a fixed hyperparameter that specifies a prior expectation on the number of blocks. In our two applications (Sections 4.1–4.2), we used different values of $\delta_\mu$ that implied an expected number of blocks between 30 and 60, and found that posterior inference was not sensitive to these hyperparameter values.\(^4\) The unknown locations of the $B_\mu$ breakpoints are assumed a priori to be uniformly distributed across the length of the genome.

We share information between the mutation rates $\mu_i$ in each block $i$ through a common prior distribution,

$$\log \mu_i \sim \text{Normal}(\log \mu_0, \sigma_\mu^2), \quad i = 1, \ldots, B_\mu,$$

where $\mu_0$ is a central mutation rate for the entire HIV genome, and $\sigma_\mu^2$ is the between-block variance in mutation rates. Within each block $i$, we allow the mutation rates to vary between the treatment and control populations, while once more sharing information with a common prior distribution,

$$\begin{cases} \log \mu^T_i, \log \mu^C_i \sim \text{Normal}(\log \mu, \tau^2_\mu), & i = 1, \ldots, B_\mu \end{cases}$$

Here $\tau^2_\mu$ is the within-block variance between the treatment and control populations. The global parameters $\mu_0$, $\sigma^2_\mu$, and $\tau^2_\mu$ are all unknown. We place a normal prior on $\mu_0$ and inverse-Gamma priors on $\sigma^2_\mu$ and $\tau^2_\mu$. We use $\mu^T$ and $\mu^C$ to denote the set of treatment and control mutation rates across all $B_\mu$ blocks.\(^5\)

\(^4\)Our inference in simulation studies in Section 3.1 was also not sensitive to the values of $\delta_\mu$ and $\delta_\mu$.

\(^5\)Here $\Delta = (B_\mu, B_\mu, \mu, \rho, \mu_0, \rho_0, \sigma^2_\mu, \sigma^2_\rho, \tau^2_\mu, \tau^2_\rho)$ collects the additional parameters of our hierarchical prior distribution. We estimate this posterior distribution using MCMC simulation as outlined in the next section.

The hierarchical structure of our prior distribution for the spatially varying mutation rates $\mu^T$ and $\mu^C$ is illustrated on the left-hand side of Figure 2. The right-hand side of Figure 2 shows a similar structure for spatially varying recombination rates $\rho^T$ and $\rho^C$. For recombination, we break the HIV genome into $B_\rho$ blocks, where each block has a different recombination rate $\rho_i$ with a common normal prior centered at $\rho_0$ and having variance $\sigma^2_\rho$. Each $\rho_i$ serves as the center of a normal distribution (with variance $\tau^2_\rho$) for the treatment and control recombination rates $\rho^T_i$ and $\rho^C_i$. Prior distributions for the global recombination parameters $\rho_0$, $\sigma^2_\rho$, and $\tau^2_\rho$ are analogous to the mutation-rate case.

Wilson and McVean (2006) also employed a block prior structure for evolutionary model parameters, but without a hierarchical structure between treatment and control populations. Also, their model focused on selection at the protein level, whereas we model mutation at the nucleotide level.

Finally, we specify an exponential prior distribution for the global transition–transversion ratio, $\kappa \sim \text{Exp}(\kappa_0)$, where $\kappa_0$ is a hyperparameter set to 0.3 in our two applications (other values of $\kappa_0$ did not materially alter the results). The prior distributions in Equations (6)–(8) for the mutation and recombination rates are combined with the PAC likelihood in Equation (5) to give the posterior distribution,

$$p(\mu^T, \mu^C, \rho^T, \rho^C, \kappa, \Delta | H^T, H^C) \propto \text{PAC}(H^T | \mu^T, \rho^T, \kappa) \cdot \text{PAC}(H^C | \mu^C, \rho^C, \kappa) \cdot p(\mu^T, \mu^C, \rho^T, \rho^C, \kappa) \cdot p(\Delta) \cdot p(\kappa).$$

Here $\Delta = (B_\mu, B_\mu, \mu, \rho, \mu_0, \rho_0, \sigma^2_\mu, \sigma^2_\rho, \tau^2_\mu, \tau^2_\rho)$ collects the additional parameters of our hierarchical prior distribution. We estimate this posterior distribution using MCMC simulation as outlined in the next section.

2.4 Markov Chain Monte Carlo Implementation

We approximate the posterior distribution (9) with a sampling scheme that combines Gibbs (Geman and Geman 1984), Metropolis–Hastings (Hastings 1970), and reversible jump (Green 1995) steps. Below, we outline the specific steps for sampling the mutation process parameters. The same steps are used \textit{mutatis mutandis} for sampling the parameters of the recombination process parameters.

2.4.1 Sampling Changes to Blocking Structure of $(\mu, \mu^T, \mu^C)$. We change the number of blocks $B_\mu$ by proposing to
either split an existing block into two blocks or merge two adjacent blocks into a single block. We choose to split (vs. merge) with probability \( s(B_\mu) / (s(B_\mu) + m(B_\mu)) \), where

\[
s(B_\mu) = \min \left( 1, \frac{p(B_\mu + 1)}{p(B_\mu)} \right)
\]

and

\[
m(B_\mu) = \min \left( 1, \frac{p(B_\mu - 1)}{p(B_\mu)} \right). \tag{10}
\]

In both equations in Equation (10), \( p(x) \) is the probability of \( x \) blocks under the binomial prior (6). If a split choice is made, a block \( j \) (with mutation rates \( \mu_j, \mu_j^T, \) and \( \mu_j^C \)) is randomly chosen and \( U \sim \text{Uniform}(0, 1) \) is also sampled. New blocks \( j \) and \( j + 1 \) are then proposed with central mutation rates \( \mu_j^* \) and \( \mu_{j+1}^* \), where \( \mu_j^* \mu_{j+1}^* = \mu_j \) and \( \mu_j^* \mu_{j+1}^* = (1 - U) / U \). New treatment mutation rates \( \mu_j^T \) and \( \mu_{j+1}^T \) are also proposed, where \( \mu_j^T \mu_{j+1}^T = \mu_j^T \) and \( \mu_j^T \mu_{j+1}^T = (1 - U) / U \). A similar proposal is made for control mutation rates.

The split proposal is accepted with probability \( \min\{R, 1\} \), where

\[
R = \frac{\text{PAC}(H^T | \Theta^T_\mu) \cdot \text{PAC}(H^C | \Theta^C_\mu)}{\text{PAC}(H^T | \Theta_\mu) \cdot \text{PAC}(H^C | \Theta_\mu)} \cdot \frac{s(B_\mu + 1)}{s(B_\mu) + m(B_\mu)} \times \frac{L - B_\mu - 1}{B_\mu + 1} \cdot \frac{r_\mu T r_\mu C}{r_\mu C} \tag{11}
\]

The vector \((\Theta^T, \Theta^C)\) contains the current set of parameters, whereas \((\Theta^{T*}, \Theta^{C*})\) has the proposed \( \mu^{T*} \) and \( \mu^{C*} \) that contain the split move. The value \( r_\mu \) equals

\[
\frac{\exp \left( -(\log \mu_j^* - \log \mu_0)^2 + (\log \mu_j^* - \log \mu_0)^2 / 2 \sigma_\mu^2 \right)}{\exp \left( -(\log \mu_j - \log \mu_0)^2 / 2 \sigma_\mu^2 \right)} \times \frac{(\mu_j^* + \mu_{j+1}^*)^2}{\mu_j^* \mu_{j+1}^* \sigma_\mu^2}. \tag{12}
\]

The values \( r_\mu T \) (or \( r_\mu C \)) have the same form as \( r_\mu \), except that each \( \mu_j \) variable is replaced with the corresponding \( \mu_j^{T*} \) (or \( \mu_j^{C*} \)) values, \( \mu_0 \) is replaced with \( \mu_j \), and \( \sigma_\mu \) is replaced with \( \tau_\mu \).

If a merge choice is made, two neighboring blocks \( j \) and \( j + 1 \) (with mutation rates \( \mu_j, \mu_j + 1, \mu_j^{T}, \mu_j^{T+1}, \mu_j^{C}, \mu_j^{C+1} \)) are randomly chosen and \( U \sim \text{Uniform}(0, 1) \) is also sampled. We propose to merge these two blocks into one block with central mutation rate \( \mu_{j+1}^* = \mu_j \mu_{j+1} \), treatment mutation rate \( \mu_{j+1}^T = \mu_j^T \mu_{j+1}^T \), and control mutation rate \( \mu_{j+1}^C = \mu_j^C \mu_{j+1}^C \).

The merge proposal is accepted with probability \( \min\{Q, 1\} \), where

\[
Q = \frac{\text{PAC}(H^T | \Theta_\mu) \cdot \text{PAC}(H^C | \Theta_\mu)}{\text{PAC}(H^T | \Theta^T_\mu) \cdot \text{PAC}(H^C | \Theta^C_\mu)} \cdot \frac{s(B_\mu) + m(B_\mu) - 1}{s(B_\mu) + m(B_\mu)} \times \frac{L - B_\mu + 1}{B_\mu - 1} \cdot \frac{q_\mu T q_\mu C}{q_\mu T q_\mu C}. \tag{13}
\]

The vector \((\Theta^T, \Theta^C)\) contains the current set of parameters, whereas \((\Theta^{T*}, \Theta^{C*})\) has the proposed \( \mu^{T*} \) and \( \mu^{C*} \) that contain the merge move. The value \( q_\mu \) equals

\[
\frac{\exp \left( -(\log \mu_j^* - \log \mu_0)^2 / 2 \sigma_\mu^2 \right)}{\exp \left( -(\log \mu_j^* - \log \mu_0)^2 + (\log \mu_j^* - \log \mu_0)^2 / 2 \sigma_\mu^2 \right)} \times \frac{\mu_j \mu_j + 3 \sigma_\mu \sqrt{2 \pi}}{(\mu_j + \mu_j^* + 3 \sigma_\mu \sqrt{2 \pi})^2}. \tag{14}
\]

The values \( q_\mu T \) (or \( q_\mu C \)) have the same form as \( q_\mu \), except that each \( \mu_j \) variable is replaced with the corresponding \( \mu_j^{T*} \) (or \( \mu_j^{C*} \)) variables, \( \mu_0 \) is replaced with \( \mu_j \), and \( \sigma_\mu \) is replaced with \( \tau_\mu \).

We also consider changes to the blocking structure that shift the boundaries of a particular block while retaining the same number of blocks \( B_\mu \). We choose one of the \( B_\mu - 1 \) moveable (internal) boundaries at random and draw a value \( x \) from a geometric distribution with mean \( v = 5 \). We then propose to shift the chosen boundary \( x \) positions to the left or right (with equal probability). If the proposed shift crosses another boundary or creates a block of size less than two, it is automatically rejected. Otherwise, we accept the shift with probability \( \min\{S, 1\} \), where

\[
S = \frac{\text{PAC}(H^T | \Theta^{T*}) \cdot \text{PAC}(H^C | \Theta^{C*})}{\text{PAC}(H^T | \Theta^T) \cdot \text{PAC}(H^C | \Theta^C)}. \tag{15}
\]

The vector \((\Theta^T, \Theta^C)\) contains the current blocking structure, while \((\Theta^{T*}, \Theta^{C*})\) contains the proposed shift in the blocking structure.

### 2.4.2 Sampling Treatment, Control, and Central Mutation Rates \((\mu^T, \mu^C, \mu)\)

For each block \( j \), we sample new values of the treatment and control mutation rates \((\mu_j^T, \mu_j^C)\) by first proposing new values

\[
\log \mu_j^T \sim \text{Normal}(\log \mu_j^T, \gamma^2) \quad \text{and} \quad \log \mu_j^C \sim \text{Normal}(\log \mu_j^C, \gamma^2), \tag{16}
\]

and then accepting these values with probability \( \min\{1, P\} \) where

\[
P = \frac{\text{PAC}(H^T | \Theta^{T*}) \cdot \text{PAC}(H^C | \Theta^{C*})}{\text{PAC}(H^T | \Theta^T) \cdot \text{PAC}(H^C | \Theta^C)} \times \frac{\mu_j^T \mu_j^C}{\mu_j^T \mu_j^C} \times \frac{\exp \left( -(\log \mu_j^T - \log \mu_j)^2 + (\log \mu_j^T - \log \mu_j)^2 / 2 \tau_\mu^2 \right)}{\exp \left( -(\log \mu_j^T - \log \mu_j)^2 + (\log \mu_j^T - \log \mu_j)^2 / 2 \tau_\mu^2 \right)}. \tag{17}
\]

The vector \((\Theta^T, \Theta^C)\) contains the current set of parameters whereas \((\Theta^{T*}, \Theta^{C*})\) has the proposed \( \mu_j^{T*} \) and \( \mu_j^{C*} \). The variance parameter \( \gamma^2 \) of the proposed distributions was tuned adaptively to achieve good mixing properties of the Markov chain.

The central mutation rates \( \mu \) can be sampled directly without needing Metropolis–Hastings steps. For each block \( j \), we sample \( \mu_j \) as follows:

\[
\log \mu_j \sim \text{Normal} \left( \frac{\log \mu_j^T + \log \mu_j^C}{\tau_\mu^2}, \sqrt{\frac{\tau_\mu^2}{\tau_\mu^2 + \frac{B_\mu}{\sigma_\mu^2}}} \right). \tag{18}
\]

### 2.4.3 Sampling Global Parameters \((\mu_0, \sigma_\mu^2, \tau_\mu^2, \kappa)\)

The mutation process global parameters \( \mu_0, \sigma_\mu^2, \tau_\mu^2 \) all have
standard conditional posterior distributions:

$$\log \mu_0 \sim \text{Normal} \left( \frac{\sum_j \log \mu_j}{B_\mu}, \frac{\sigma_\mu^2}{B_\mu} \right),$$

$$\left( \sigma_\mu^2 \right)^{-1} \sim \text{Gamma} \left( \frac{B_\mu}{2} + 1, \frac{1}{2} \sum_j (\log \mu_j - \log \mu_0)^2 \right),$$

$$\left( \tau_\mu^2 \right)^{-1} \sim \text{Gamma} \left( B_\mu + 1, \frac{1}{2} \sum_j (\log \mu_j - \log \mu_j)^2 + (\log \mu_j^C - \log \mu_j)^2 \right).$$

The transition–transversion ratio $\kappa$ is sampled by considering a proposal value $\kappa^* = \exp(U_\kappa)$, where $U \sim \text{Uniform}(-1, 1)$, and accepting $\kappa^*$ with probability $\min(1, K)$, where

$$K = \frac{\text{PAC}(H^T|\Theta^C) \cdot \text{PAC}(H^C|\Theta^T) \cdot \kappa^* \cdot \exp(-\kappa_0 \kappa^*)}{\text{PAC}(H^T|\Theta^T) \cdot \text{PAC}(H^C|\Theta^C) \cdot \kappa \cdot \exp(-\kappa_0 \kappa)}.$$

The vector $(\Theta^T, \Theta^C)$ contains the current set of parameters, whereas $(\Theta^{T*}, \Theta^{C*})$ contains the proposed $\kappa^*$.

2.4.4 Convergence and Running Time. Eight chains were run for several hundred thousand iterations to ensure convergence to sampling from the posterior distribution (9). Post-convergence chains were combined and thinned to eliminate autocorrelation. Our MCMC algorithm is computationally intensive, with each chain running for two to three days on a cluster. The rate-limiting calculations are the PAC likelihoods $\text{PAC}(H^T|\Theta^T)$ and $\text{PAC}(H^C|\Theta^C)$, as outlined in Section 2.2. These PAC-likelihood evaluations must be performed for each acceptance decision in Sections 2.4.1–2.4.3.

3. SIMULATION STUDIES OF OUR APPROACH

In Section 3.1, we evaluate our ability to estimate treatment effects: differences in mutation and recombination between treatment and control sequences, which are the primary focus of our real data analyses. Specifically, we evaluate the posterior coverage for the differential mutation rates ($\mu^T - \mu^C$) and differential recombination rates ($\rho^T - \rho^C$) between treatment and control sequence datasets that were generated under simple conditions outlined in Section 3.1.

In Section 3.2, we evaluate our ability to estimate the underlying parameters of our model beyond treatment effects. Specifically, we examine coverage rates and estimation accuracy for both global parameters (e.g., $\mu_0$, $\rho_0$, $\kappa$) and within-block parameters (e.g., $\mu$, $\rho$) under a variety of data settings, including conditions that are intended to mimic the real data applications of Section 4.

3.1 Simulation Evaluation: Coverage of Treatment Effect

We use the coalescent simulator MS (Hudson 2002) with SEQ-GEN (Rambaut and Grassly 1997) to generate treatment and control sequences from the coalescent with known spatially varying mutation and recombination rates. In the first experiment, we generate sequence datasets where there is a true spatially varying treatment effect in the mutation rate ($\mu^T - \mu^C \neq 0$) but no treatment effect in terms of recombination ($\rho^T - \rho^C = 0$). In the second experiment, there is not only a true spatially varying treatment effect in the mutation rate ($\mu^T - \mu^C \neq 0$) but also a true constant treatment effect in the recombination rate ($\rho^T - \rho^C = \kappa \neq 0$). The true mutation and recombination treatment effects for these two experiments are shown in Figure 3.

The simulated treatment and control populations each consisted of 20 sequences, with each sequence 600 nucleotides in

Figure 3. Left: Experiment 1 has a spatially varying mutation treatment effect but no recombination treatment effect. Right: Experiment 2 has a spatially varying mutation treatment effect and a constant but nonzero recombination treatment effect. The online version of this figure is in color.
length. The number and length of these simulated sequences is similar to the applications in Sections 4.1 and 4.2. Both experiments were replicated 20 times.

We focus our analysis on the coverage of the 95% highest-posterior-density (HPD) interval for the mutation and recombination treatment effects. We evaluate the coverage pointwise for each nucleotide position of the 600 bp long sequences. Although the nominal level of 95% is not achieved in either experiment, the observed coverage rates are encouraging given the small size of the sequence datasets.

Figure 4 shows the coverage of the 95% HPD intervals of \( \mu^T - \mu^C \) (top left) and \( \rho^T - \rho^C \) (top right) in the first experiment. The coverage of the true mutation treatment effect (top left) is lowest in the region with the elevated mutation rate. However, the interval coverage for mutation and recombination rates is not degraded further by the presence of a nonzero recombination treatment effect in Experiment 2. The overall coverage across all positions in Experiment 2 was 90% for the mutation treatment effect and 87% for the recombination treatment effect.

3.2 Simulation Evaluation: Underlying Evolution Parameters

With the next set of simulation studies, we evaluate the estimation of our global parameters \( (\mu_0, \rho_0, \sigma_\mu^2, \sigma_\rho^2, \tau_\mu, \tau_\rho, \kappa) \) and within-block mutation and recombination parameters \( \mu \) and \( \rho \). In this set of simulations, we used a fixed blocking structure so that it is easier to evaluate our ability to capture the variance between blocks \( \sigma_\mu^2 \) and \( \sigma_\rho^2 \) as well as the within-block rates \( \mu \) and \( \rho \).

We consider a variety of different data settings in this simulation study, which we enumerate in Table 1. The first three settings (A–C) explore different levels of mutation and recombination with a limited number of short sequences. In settings D and E, we expand the length of each sequence in our dataset as well as the number of blocks of different mutation and recombination rates. Finally, in setting F, we expand both the length of each sequence as well as the number of sequences in both treatment and control datasets. In terms of the number of sequences and length of sequences, Setting F is similar to the datasets we see in our applications in Section 4.

For all conditions in Table 1, we generated 20 treatment and control sequence datasets and evaluated the coverage of
the 95% posterior intervals for each parameter in our model. In Table 2, we give the coverage for each global parameter \((\mu_0, \rho_0, \sigma^2, \sigma^2, \tau^2, \kappa)\) as well as the average coverage of each within-block central rate \(\mu_i\) and \(\rho_i\) across all blocks \(i\). In our supplementary materials, we also give results for the root mean square errors (RMSEs) of the posterior means inferred from our model.

Overall, we see in Table 2 that the global mutation and recombination rates parameters \((\mu_0\) and \(\rho_0\)) have better coverage compared to the within-block mutation and recombination parameters \((\mu_i\) and \(\rho_i\)). This result was expected since there is less information in the data for the parameters in each individual block compared to the global parameters. In our supplementary materials, we also see higher RMSEs for the within-block mutation and recombination parameters compared to the global rates \(\mu_0\) or \(\rho_0\).

The coverage rates from our model are poor for the within-block mutation and recombination parameters \((\mu_i\) and \(\rho_i\)) in the small data settings A, B, and C which only have 40 nucleotides per block. The coverage rates of the within-block mutation and recombination parameters improve when we move to the intermediate data settings, D and E, which have 100 nucleotides per block. The coverage rates are quite good for the within-block mutation and recombination parameters \((\mu_i\) and \(\rho_i\)) in the larger data setting F that most closely matches the applications of Section 4.

However, even in setting F, we note that the variance parameters (especially \(\sigma^2\) and \(\tau^2\)) do not have good coverage, which suggests that detailed information about the recombination process is difficult to capture even with larger datasets. We will also see in Section 4 that recombination is difficult to estimate in real data. In our supplementary materials, we show that the RMSEs for the variance parameters are also poor in all settings (including the larger data setting F).

We also evaluated our ability to estimate treatment effects within the simulation settings outlined in Table 2. We first define the “detection” of a treatment effect as a 95% posterior interval for that treatment effect which does not contain zero and has the same sign as the true treatment effect. Across our simulated datasets, we tabulate 1. false-positive (FP) events where our model detects a nonzero treatment effect when the true treatment effect is actually zero, and 2. false-negative (FN) events where our model fails to detect a treatment effect when the true treatment effect is nonzero. In Table 3, we give the FP rate and FN rates of our model for both mutation and recombination treatment effects. We calculated FP and FN rates separately for our small data simulations (settings A–E) versus large data simulations (setting F). False-negative rates were also calculated separately for small values versus large values of the true treatment effects.

Table 2 shows different trends for the false-negative rates for mutation treatment effects versus recombination treatment effects. For the mutation treatment effects, the size of the effect makes the biggest difference for the FN rate. Larger effect sizes lead to lower false-negative rates, whereas the size of the dataset (large vs. small) makes less of a difference. In contrast, the false-negative rates for recombination treatment effects are substantially reduced in large datasets versus small datasets, but the size of the treatment effect itself makes less of a difference for recombination. In our supplementary materials, we give further details of the false-negative rates (i.e., power) of our procedure as a function of effect size for both mutation and recombination treatment effects.

The false-positive rate is very low in our small data setting which can be attributed to the conservative nature of our model, which shrinks treatment effects toward zero when there is not a strong data signal. When larger amounts of data are available, our model is better able to detect true differential treatment effects.
effects, but there is a corresponding increase in the FP rate in the larger data settings.

In summary, our simulation results suggest that the performance of our model, in terms of accurately capturing the underlying evolutionary parameters, is quite sensitive to the amount of the available sequence data. Our model is conservative in smaller data settings and it is reassuring to see good coverage of most parameters (including within-block mutation and recombination rates) in settings that more closely match the size of our real data applications. The detection of treatment effects (differential mutation or recombination) is sensitive to both the size of the data as well as the size of the true treatment effect. Our procedure behaves conservatively in small data settings by shrinking treatment effects toward zero. In our supplementary materials, we give further details about the coverage and detection of treatment effects.

4. APPLICATIONS: DRUG AND GENE THERAPIES

We apply our model to estimating the evolutionary escape response for two different HIV therapies: one involving the drug Enfuvirtide, and the other a VIRxSYS antisense gene therapy. For the latter application, we also compare our results with simpler approaches. In all of these studies, we focus on treatment effects $\rho^T - \rho^C$ and $\mu^T - \mu^C$. These effects are the spatially varying differences in recombination rates and mutation rates inferred by our model, which we interpret as the evolutionary escape response of HIV.

4.1 Application: Enfuvirtide Drug Therapy

In our first application, we examine a therapy based on the drug Enfuvirtide, also known as Fuzeon or T-20 (Wild, Greenwell, and Matthews 1993). This drug is designed to attack the protein coat of the HIV virions outside of human cells, preventing the virus from binding to the cell surface and delivering its viral load into the host cell. Even a small number of HIV mutations can lead to drug resistance by producing subtle changes in the HIV protein coat that prevent Enfuvirtide targeting. Recombination serves as a mechanism for virions in the HIV population to share beneficial mutations.

In this study, blood samples were taken before exposure to drug (control) and after exposure to drug (treatment). The existence of a significant postexposure HIV population in these patients indicates the evolution of sequence changes that conferred resistance to the action of the drug therapy. Aligned sequences of the env (envelope protein) region of the HIV genome were generated from these blood samples.

Analyzing each patient individually was not a viable option since a very small number of sequences (5–8) were available from each patient. Instead, we pooled sequences across all five patients, giving us 28 control sequences and 29 treatment sequences. Although necessary, this pooling violates our model assumption that the set of sequences in the treatment group (or control group) share a common genealogy, which might impair our ability to estimate differential mutation or recombination between the treatment and control groups.

In Figure 5, we plot the posterior mean (blue line), posterior median (purple line), and the 95% HPD intervals (black lines) for the mutation treatment effect $\mu^T - \mu^C$. The left plot in Figure 5 shows the entire length of the env region in our dataset, where substantial spatial heterogeneity in the mutation treatment effect is observed.

The right plot in Figure 5 magnifies the region of nucleotide positions 1590–1700, the only region where the entire 95% HPD interval for $\mu^T - \mu^C$ is above zero. As indicated in the plot, this region of significantly elevated mutation rates in the treatment population is also known to be the location of resistance-conferring mutations (Ray et al. 2007).

In light of false-positive rates seen in our simulation evaluation, we are cautious about attributing the elevated mutation rates directly to the action of the drug therapy. However, the overlap with known resistance-conferring mutations does at least
suggest that our method is capturing biologically relevant signal. It is also notable that a region of significantly elevated mutation was inferred despite the conservative shrinkage of our model observed in Section 3.2 for smaller data settings.

We also observe increased posterior variability in the region of nucleotide positions 300–500, which may be attributed to the fact that this region overlaps with the location of the V1/V2 loops of the env sequence. The V1/V2 loops are a highly variable region of the HIV genome lying between amino acids 119 and 205, which corresponds to nucleotides 357–615 in the env sequence (Wyatt et al. 1995).

In Figure 6, we plot the posterior mean (blue line), posterior median (purple line), and the 95% HPD intervals (black lines) for the recombination treatment effect $\rho_T - \rho_C$. We have external knowledge that both the treatment and control populations were mixtures of different HIV subtypes, and that the same resistance-conferring mutations occurred in HIV sequences with different subtypes (Ray et al. 2007). It is possible that these resistance-conferring mutations were passed between the different subtypes via recombination.

Subtype identity is specified in the V3 loop region of the env sequence, which corresponds to nucleotide positions 887–995. We expect that some amount of recombination must be occurring in the region between the V3 loop region and the resistance-conferring mutations, both of which are labeled in Figure 6. We see some spatial heterogeneity in the differential recombination rate between treatment and control in Figure 6 but no regions of significantly elevated recombination.

Since recombination can occur at any point in the 600 bp sequence between the V3 loop region and the resistance-conferring mutations, it might not be surprising that our model does not detect a concentrated area of elevated recombination, especially given the conservative shrinkage of our model observed in Section 3.2 in smaller data settings. Our ability to detect elevated recombination rates could also be compromised by the model assumption of a common genealogy, given that sequences were pooled across multiple patients.

4.2 Application: VIRxSYS Antisense Gene Therapy

In this study, an HIV population was exposed in vitro to an antisense gene therapy developed by the company VIRxSYS. This new type of therapy differs substantially from drug therapies that attack HIV virions outside of human cells, acting instead after the HIV virion has infected a host cell. Within the cytosol of the host, the antisense therapy binds directly to the HIV genome, creating a double-stranded RNA which is recognized as foreign and degraded by normal cellular functions. The different mechanisms of drug and antisense therapies are contrasted in Figure 7.

A promising feature of antisense gene therapy is that a larger region of the HIV genome is directly targeted compared to drug therapies, so substantially more sequence changes should be needed to develop resistance. This particular VIRxSYS
antisense therapy targets a large region (nucleotides 1325–2249) of the HIV env gene (Lu et al. 2004).

The dataset consists of 48 aligned treatment sequences from an HIV population in cell culture that was exposed to the antisense vector and 19 aligned control sequences from an HIV population in a separate neutrally evolving cell culture that was not exposed to therapy. In this setting, it is reasonable to assume common genealogies for the sequences within the treatment and control groups that are also independent between the two groups.

In Figure 8, we examine the posterior mean (blue line), posterior median (purple line), and the 95% HPD intervals (black lines) for the mutation treatment effect $\mu^T - \mu^C$.

Similar to the drug therapy, there is substantial overall spatial heterogeneity in the mutation treatment effect for the antisense gene therapy. The main feature of Figure 8 is the large contiguous region of significantly elevated mutation in the center of the env sequence. The elevated mutation rates are highest at the 5´ boundary of the antisense target region (labeled in Figure 8) and overlap the target region for approximately 425 nucleotides in the 3´ direction.

Figure 9 gives the posterior mean (blue line), posterior median (purple line), and the 95% HPD intervals (black lines) for the recombination treatment effect $\rho^T - \rho^C$ of the VIRxSYS antisense gene therapy. We do not see a substantial recombination treatment effect.

Although sequence changes in the antisense target region were expected, it was not clear a priori whether mutation, recombination, or both would be the dominant mechanism of the evolutionary escape response. A contribution of our analysis is the putative finding that mutation rates are significantly elevated in the treatment group, suggesting that mutation is a primary factor in HIV’s response to the VIRxSYS antisense gene therapy.

It is unsurprising that a much larger region of elevated mutation is needed to escape the antisense gene therapy (Figure 8).
compared to the drug therapy (Figure 5), since that drug’s effect can be inhibited by a smaller number of well-placed mutations.

However, it was not expected a priori that the region of elevated mutation in Figure 8 would be shifted relative to the antisense target region. Although we must exercise caution about the possibility of a false discovery, this shift in the antisense target region is a potentially novel finding. We speculate that the shift could be a consequence of adenosine deaminases that act on RNA (ADARs). ADARs induce A to G changes in double-stranded RNA (Bass 2002; Nishikura 2010), which would be produced any time the antisense therapy binds to the HIV genome.

ADARs have been previously implicated in the response to antisense gene therapy (Lu et al. 2004; Mukherjee et al. 2010). However, although there have been recent analyses of ADAR editing locations (Wulff, Sakurai, and Nishikura 2011), the actual mechanism of the ADAR editing is poorly understood. We hope that further work in this area will confirm our putative results and elucidate the role of ADAR in the HIV response to antisense gene therapies.

4.3 Simpler Analyses of VIRxSYS Antisense Gene Therapy

In this section, we examine simpler alternatives to our model for analyzing the evolutionary escape response to the VIRxSYS antisense gene therapy. A natural starting point is the examination of segregating sites, which are the nucleotide positions in the genome where at least one sequence has a different nucleotide than the other sequences. A simple analysis would be a comparison of the segregating sites in the treatment HIV sequences versus the control HIV sequences.

In Figure 10, we plot the spatial position of all segregating sites in the treatment sequences (blue) and control sequences (red). For comparison, we also include on top the posterior distribution of the mutation treatment effect $\mu_T - \mu_C$ estimated by our model (from Figure 8).

The treatment sequences contain a higher frequency of segregating sites in the region consisting of positions 800–1500 in Figure 10. This same region corresponds to the elevated mutation treatment effect estimated by our model. However, the examination of segregating sites cannot distinguish between mutation and recombination processes as we do with our hierarchical model in Section 4.2.

We also explored using segregating-site information as input to a prediction model for the differences between the treatment and control HIV populations. The outcome variable for this model is the treatment or control label of each sequence. Segregating sites that are involved in the evolutionary escape response of HIV should also be associated with the treatment labeling. There are 189 indicator covariates for each individual segregating site as well as 51 “pooled” covariates that tabulate the number of segregating sites in blocks of 50 contiguous nucleotides.

We used a Bayesian additive regression tree (BART) model (Chipman, George, and McCulloch 2008), which is well suited for prediction when the number of covariates exceeds the number of observed sequences. BART is a Bayesian tree ensemble model, where each tree in the ensemble is constrained by a prior distribution to be a weak learner. The covariates that appear most often in the ensemble tend to show the strongest association with differences between treatment and control populations. Of the segregating sites that were frequently included in the BART ensemble, the majority were located in the region consisting of nucleotide positions 800–1700, which roughly corresponds to the elevated mutation region found by our model in Figure 8.

These simpler segregating-site analyses lack several important features of our model-based approach (Section 2). Our model estimates differences between treatment and control
populations in terms of both mutation and recombination processes, whereas segregating sites do not distinguish between these two mechanisms of sequence change. Our hierarchical Bayesian approach shares information between the groups as well as proximal regions of the HIV genome, while providing posterior variances for estimated treatment effects.

5. DISCUSSION

We have introduced a Bayesian hierarchical model for the estimation of evolutionary escape response in an HIV population exposed to medical therapy. The evolution of the population is modeled using mutation and recombination rate parameters that differ between treatment and control populations, while still sharing information through a hierarchical framework. Both mutation and recombination processes must be modeled simultaneously, as both processes for sequence change occur frequently in HIV.

Our model allows for spatial heterogeneity in the evolutionary response, through a piecewise-constant blocking prior on the mutation and recombination parameter profiles. This is a crucial aspect of our approach, since different regions of the HIV genome are generally under different evolutionary pressure due to the targeting of each therapy.

We applied our model to two HIV treatments: a drug therapy and an antisense gene therapy. Although the goal of both therapies is the disruption of the HIV infection cycle, they have fundamentally different mechanisms of action. In both of these applications, we found putative evidence of HIV evolution in response to therapeutic pressure. We emphasize putative since our simulation evaluation does suggest our method can produce false positives in data settings of similar size to our real data applications.

For the enfuvirtide drug therapy, our model detected elevated mutation rates in a small region that corresponds to the location of known drug-resistant mutations, and we also see elevated posterior variance in the V1/V2 variable loop region. For the VLRxSYS antisense gene therapy, our model detected a much larger region of significantly elevated mutation rates which overlaps with the target region of the antisense vector. The fact that the elevated mutation region is shifted relative to the target region of the antisense vector is a potentially important result.

Although motivated by HIV therapies, our methodology could be useful for any two-group comparison of sequence data where evolutionary differences are suspected to have occurred. It is especially relevant for populations exhibiting significant recombination, since simpler models which ignore recombination can produce misleading results (Schierup and Hein 2000).

Extending our methodology to more complicated mutation models is a subject of ongoing research. One weakness of our approach is that the MCMC implementation is quite computationally intensive. Alternative model estimation strategies, such as variational inference, could provide fruitful future directions for methodology in this area.

SUPPLEMENTARY MATERIALS

Root mean square errors of parameter estimates, coverage of treatment effects, and power for detecting treatment effects from our simulation study in Section 3.2 are posted online as supplementary materials.
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