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EXPLOSION OF ML/AI CONFERENCES TROUBLE WITH PEER REVIEW

• Are you fed up with VERY noisy reviews from NeurIPS,
ICML, ICLR...?

• Do you have your best papers rejected but mediocre pa-
pers accepted?

WHO ARE THE BEST REVIEWERS?
• Leading experts of your field? But there are not many of

them, and they are also very busy

• How about yourself? Sounds a bit ironic, but perhaps
you can:

Rank your papers according to perceived quality of the
papers!

THE ISOTONIC MECHANISM
Reviewer ratings y1, . . . , yn governed by yi = Ri + zi

• R1, R2, . . . , Rn are the true values of the n papers; zi are the noise terms

The author provides a ranking π (a permutation of 1, . . . , n) of the papers. The Isotonic Mechanism reports R̂(π) that is the
optimal solution of the following convex program:

min
r

1

2
‖y − r‖2

s.t. rπ(1) ≥ rπ(2) ≥ · · · ≥ rπ(n)

A SURPRISING COINCIDENCE

ASSUMPTIONS

1. Given (final) scores R̂1, . . . , R̂n of n items in the posses-
sion of the owner, then the owner’s utility takes the form
Util(R̂) =

∑n
i=1 U(R̂i), where U is a nondecreasing con-

vex function

2. The owner has knowledge of the true ranking of her
items. That is, the owner knows which permutation π?

that makes π? ◦R in nonincreasing order

3. The noise (z1, . . . , zn) follows an exchangeable distribu-
tion in the sense that (z1, . . . , zn) has the same probabil-
ity distribution in Rn as ρ ◦ z := (zρ(1), . . . , zρ(n)) for any
permutation ρ of 1, . . . , n

REPORTING THE TRUE RANKING
What’s the optimal strategy of the author, if she is rational
and aims to maximize her expected utility by supplying any
ranking π of her choice to the Isotonic Mechanism?

Theorem 1 The expected utility is maximized when the Isotonic
Mechanism is provided with the true ranking π?. That is, the au-
thor’s optimal strategy is to honestly report the true ranking

• Intuition: inconsistent ranking leads to averaging that
leads to loss

A (REAL) EXAMPLE
I submitted 7 papers to NeurIPS 2021, with (average ratings,
my ranking): (7, 1) (accepted), (6.75, 2) (accepted, the present
paper), (5, 3) (rejected), (5.5, 4) (rejected), (4.67, 5) (rejected),
(6, 6) (accepted), (5.5, 7) (rejected)

Applying the Isotonic Mechanism, the adjusted ratings are

7, 6.75, 5.334, 5.334, 5.334, 5.334, 5.334

IMPROVED UTILITY
Are the adjusted scores more accurate than the raw scores?
Yes!

Theorem 2 The Isotonic Mechanism improves the estimation ac-
curacy of the true underlying scores in the sense that

E
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n∑
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(yi −Ri)2
]

Theorem 3 Assume z1, . . . , zn are independent and identically
distributed normal random variables N (0, σ2). Letting both σ > 0
and V > 0 be fixed, we have
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≤ 7.5625 + on(1),

where both on(1)→ 0 as n→∞

• The Isotonic Mechanism is especially preferable when
the noise level σ is large and n is large

EXTENSIONS
Ranking in a block form. The author only knows partial information of the true ranking: RI?1

≥ RI?2
≥ · · · ≥ RI?m

, but the ranking within each block is completely unknown to the owner. The
Isotonic Mechanism in a block form:

min
r

1

2
‖y − r‖2

s.t. rI1 ≥ rI2 ≥ · · · ≥ rIm

Robustness to inconsistencies. The owner might give a ranking that is not consistent with the true values. Imagine that the owner is choosing between two rankings π1, π2. Former is more
faithful with respect to R than the latter in the sense that

π1 ◦R � π2 ◦R

Non-separable utility functions. The main theorem continues to hold for Schur-convex utility functions, which include the class of convex functions. When f is differentiable and symmetric,
then f is Schur-convex if and only if for all r ≡ (r1, . . . , rn)

(ri − rj)
(
∂f(r)

∂ri
− ∂f(r)

∂rj

)
≥ 0

FUTURE WORK
• Non-convex utility function

• Authors value papers differently

• Authors may submit low-quality papers as a “stepping
stone”

• How to combine ranking from multiple authors?

• How to incorporate reviewer quality?

• Investigate what would be the outcome if the Isotonic
Mechanism were used for NeurIPS 2021


